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" The documentation of large-scale development endeavors in
s . * a .

education is a phgnomenon with which the educational R&D community

Fis
s
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)

‘_.‘f’ el
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y

. - : § . . .
has had modest experience, since there has been little large-scale-

»

- o . ‘
"development to documént. SWRL documentation experience confirms
the applicability of Perek Price's cbnclusion xegatrding the litera-
ture of research and the: literature &f deQelopment. , :
R ' .- . . - . .
A\

g . .
- ‘ AY
g

. but an expression of the s;g e of a scholar or a ; . .o
) , - group of-scholars of a par ular time. We do not,
- contrary to superstivlon, publish a fact, “a theory,

or a finding, but some compleix of these . . . .. 1f ’

/ ‘ - the papers themselves . eems that
technologists differ markeg rom both scientific
and nonscientiflc scholees. T ey haver a quite
different scheme Qcial rvelationships, are dif-
ferently'mo;iv , and’ displa different personality
" traits [price; 1970, pp- 7~9] ;
‘ ) Ll Clearly, the p&blished\paper 8| not, in general, the
end product of a worker in a terhnological subject, he
appears to be instead concernedi~chiefly With the >
A ) production of an artifact or.process. What thenis
. the role of literature in technology? I suggest
¢ L that fpr the most ‘part it is produced as an epipheno-
) menon. It comes “azbout because many. technologists
have Kad scientifie training and_know full well the
code of behavior of the scientist in which publication
is not merely right and proper, but a high duty and a
heéhavior expected by eefs and employers . . . In . .
general new technology will flow from old technology rather
¢ than from any interaction there might be between the N
‘analogous hut égparate structutes of scienqe and technolpgy
[price, 1965, pp. 560- 561). ) C
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P
SWRL experience hag qeen that the course of a well—managed develop—

ment effort produces considerable documentation but that a good deal of

the substance of the information exceeds structures and strictures of

journal publication. The journal article constitutes an available
[ " ’ ,
medium, but the laundering of the information required to use the med ium

often washes out the message.

. SWRL has found it unproductive to treat information and documentation

in the abstract as a "comsunication problem."” A more useful approach is
. ; | . -
to consider operational means of making information pertinent to large-

3

scale development in education conveniently available to interested

5 audiences. This perspecti e directs attention to specifying interested

audiences and devising communication cOmoatible with their need-to-know
characteristics. SWRL inforpation architecture-recognizes/several

audiences. '

Staff involved in the development per se and the cod%ract sponsor

\

are two of- the most. immediate audiences addressed by SWRﬁ ?ocumentation

’ i \

Communication relevant to these audiences is handled by SWRL Techhical
wy -

Notes and Technical Memoranda that chronicle the course[ of SWRL R&D.
p S

4

These documents range in length from a few to a few hugdred pages de-
i e

pending upon their nature. Some 200 of these Technicai Notes and’
Technical Memoranda are issued during the course of a #ear——a stack

i L

several feet tall.

4
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A\ third audience is the invisible colleges in which SWRL staff
actively participate. Coilegial'exchange of selected, Technical Notes

and Tlechnical Memoramda serve this audience adequately.’
-

.
@

Another audience is product users. A volume of product working

.

papers that bringé together the documents associated with the development

ot each product is issued at the time the product is made -available

N -

tor general use and provides relevant informatiog for this audience.

This leaves the general audience of  students, scholars, and other
members of the R&D community in education. SWRL Technical Reports and

Professional Papers, largely accessed via the ERIC system, are directed

15

' , , : - &,
to this broad audience. Journals, professional meetings, '@nd other

»

- . v b
¢classical scientific and technical information gxchange fhechanisms are

also used.,

But each of these mechanisms involves a packing and rationalizing

-

of information into independent pieces that inherently involves time
delays and loses some of the original flavor of' the work in the process.
To reduce the time interval and retain the freshness of the work, an

Annual WOrkiﬁg Papers series has been initiated. The thematic topics

-

that provide| convenience categories for representing inquiry completed
; !

"

| -
during [the past year that is of timely interest to a sector of the

,udugat onal Ré&D commupity will be identified. The documents relevant

to thebke topics will tH&@ be organized into the volumes constituting
Y

\ . ‘
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the Annual Working Papers for that year, .'Computer-Based Systems to
L o IS T .

.
.

Facilitate Instructibnal Development" is one of four such volumes for

-

the year 1972. The other three volumes of the: 1972 SWRL Working Papers,

available through the ERIC system, include the following titles:

Design of an Instructional Management System
(John'F. McManus, editor) .
The‘lntegratlon of Content, Task, and Skills Analysis Techniques

,X “Instructional Design (David W. Bessemer and Edward L,
“8mith, editors) ‘

Prototype Testlng in instructlonal Development
(Fred C., Niedermeyer, editor)

v
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COMPUTER-BASED SYSTEMS TO FACKLITATE INSTRUCTIONAL
DEVELOPMENT . o

Joseph F. Follettie and Frank Teplitzky

The use of computer-based systems as functional tools to facilitate
~

R&D has received a good deal of attention in fields other than educag¥on.
fhe effort directed to this end has had highly beneficial effects on, the

R&D in these fields. In education, the interest in the computer as-an in-
‘ o
structional device has so occupied attention that potentials for computer-

\.

o

based systems as utility/tools in educational R&D per se has all but
escaped gotice.-
Acquiring and using state-of-the-art systems developed to date in

other fields is a routine necessity for a large-scale R&D organization
; . .

in education. After doing this, SWRL has %sﬁquntered still additional

unique requirements.to support the systematic development of insteruction,

These requirements are not satisfied by current shelf items. This

document pertains to two such requirements tQ which SWRL effort has
1 - . ﬁ’

been directed.’ . “

The volume reproduces a sample of -SWRL Technlcal Notes and Technlcal

- *

Memoranda produced in 1972 dealing’ w1Ch natural 1anguage analysis and

i .
student - 1nstruct10n interaction facets of the organlzatlon 's computer-

~ - .

based research eﬁﬁprt. “The natural language ana1y§;§»actlvlty centers
v P ’ : “ .

on development of .a Lanéuage Analysis Package (L.A.P.).' Analogous to

t . - -

the UCLX Bi-Med statistical analysis programs, the interactive modu-
..l)‘ : . . ’.

larized L.A.P: permits a user to analyze natural language samples in

various ways while using any of a variety of remote computers. , The

- s ’ \
+ ‘ ’
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(N
student-instruaﬁion

and extension pf an Instructional-Development

Systep (IDCMS);~a multiple-station instructional re
: , X w

N .
contrqller is

Analysis Packége.

. . %
. structional D

-v. : ° N . &
sents pghstracts of SWRL Technical Notes and Technical Memoranda pro-

" duced in 1971 and 1972 bearing on natural language analysis, student-

-,

.

a small «computer. ) _

Part I contains three pRpers describing aspects.qf the Language

- . s o . *
evelopment: Control and Monitoring System.. Part III pre-

instruction interactiom, and related matters. (/

{ o ;
» . " ' a -’ .
interattion activity cepters on design, development, v
& LY

v

@gntrél and Moni?oring

3 o

4
fearch system whose

3
t
: ]
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Part II contains four. papers dealing with the In-
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AN

Ann Porch
~
1,0,0  INTRODUCTORY CONCEPTS .
For vears there bave been ''packaged programs'' in statistical-areas.

u&cmmz ANALYSIS PACKACE (L.A.P.) VERSION I SYSTEM .SIGN (TM 5-72-06) -

-
—
-

Working Paper 1

N
BN .
\/
.
.

ese programs offer generalizod computational capabilities in a4 form
- e

and tormat especially suited to casy use by rescarchers whose basic
Researchers in the social

orientation is not that of Computer Science.
Lc1.nves, tor instance, are able to perform complex multi-variate regres-
ial training in

e

~ion analysis by computor without undergoing any spec

provramming or compufbor operations.
\ lAnguage'Anulysis lackage (L.A.P.) with a powcr comparable to
i &

that ot statistical packapes will have considerable general utility.,

It will permit rescarchers to use the specd and versatility of the k

orputet to process natural laQ§uage text as well as numcrical data.

or example, rescarchers doing studies of textbooks typically analyze

ti.eivr data by hand. Whers computer technology is cmployod, a special-
generally written by the resident programmer, whb‘may'

|

PUCPOLe program i

\d training in techniques of natural language process-

N

not bave specializ
¢ costly, both in time and money spent on processing

iny. lhy tesults a
with incfficiént or one-shot programs., Because such programs are limited’

h

scope and written for a special purpose, the researcher~&inds that a

|

}

Coin
I : .
relatively minor change in his research perspective makes the computer

: P o

| .
Co program unusable. |

(¢d.), Biomedical Comp'iter Programs, Univ. 6f calif.
et al. (ed.), Statistical Package for the

!va orxon, W. I
(1970) and Nie, N.

f . Press,
Social Sciences, McCraw Hill, (1970).
i0

- 1

/ . .
, _ e J /
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‘.several advantages: the package will reflect the power of the/finest

- . ) » \ .
During the past ten years, a great deal of work has been done in -

natural language “processing throughout the world in fields such as .

o B

-artificial intelligence, information retrieval, machine 'translation, /
- [y ¢ \
computationq} linguistics, and computer stylistics. Hundreds’ of computer - o
. - : - /
. J

programs have been written, deBuggeﬂ,-run, and then shelved when the /

V- . .
project.- ‘A rumber of these programs are : /
. . i

. -

S~— - j

o / )
«researcher went on to another

the.product of months of careful work by experts.

. i - ) N \.}‘3
1.1.0 Rationale for.Package Develvpment ' o N |

The design proposed here suggests the use of the best of those
existing programs whose authors are willing to release them,'together ' !

with programs written specially for the package. Such an approach has

specialized programming skill presently available; the development costs
N ) :
will be minimized, since one major programming task will consist of

. ’ ’ . ) : .
interfhging the existing programs or subsections in a modular fashion

under the direction of ®ne control routine, rather than developing each / . ¥

-

of the speciali%ed routines from scratch. By carefully constructing - |
the package.in(a highly independent, modular manner, individual routines
may be easily 'un-plugged' and replaced when a mgre efficient or power-

vful'routige is developed or should a new approaéh indicate COmbination4j7&

\ /

o oy
of functions. Thus, the system will be dynamic and open-ended, capable

éf being easily updated tq\keep ﬁaée with the state-of-the-art.

. o
The package will be developed in several stages. This document

primarily describes thé limited capability of Version I, but will often . w

~
P - -

refer to more powerful capabilities to be incorporated in later versionms.

\\ ’ ' ® T
. .. ,
- . . X o R .
.
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Care will be taken to 'tag" these-future features and to differentiate

them from the system design‘for Version ;T\\ | .
N All developmént will try to keép the ent?re'package as machine
independent as possible. Certainly it will be‘impleménted on a computer
which can compile and run most of the major'computer iangdaggs-curréntfy

in use for language processing.' One such install%tion exists at UCLA,
. , .

" where the 'IBM 36Q mod 91 has compilers for the following .languages:

PL./1, FORTRAN TV (G & W), COBOL, SNOBOL, LISP, "APL, 360 ASSEMBLER, and

ALGOL. 1ts operating system alSo'allows for interfacing subroutines

-

-

written in different source languages.

N AN . R .
Certain hardware and system software requirements will be essential

-

¥ .
to the efficient development of the L.A.P.  Among these are an efficient
- svstem sort-merge routine, multiple tape drives,vrelatively large ~
amounts of direct-access storage and considerable available core. Again,

the UCLA installation is one example of a computer center which is amply

“

equipped in all areas. ' o <%_
R Subsequent versions of the Language analysis Package will have gﬁe
: |
ability to perform efficiently in all basic areas of natural languggej

analysis, and the fléxibility to operate either on-line or in baég; mode..

In addition,, béginning with Version I, the L.A.P. will be easily modi-

A\

fiable dt any time, either for more gffeétive general use or for a

: . . . V4 N
particular research appl}catlon. a

Flexibility‘of use will be, a major conration in the development

. . S -
of such a pdﬁiage. Version I of the L.A, ..wili‘provide the user/with
@ n
many options, allowing him to select precisely and easily only the

functions he requires. No section of the package will be :
. . N . ! L) ’

' K
. ,
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“"called-in' unless the researcher specifically requests it. He will not
@ . )

v

be limited to simply an exclusive "OR" type sclection, where” he can only -

.

) o . | e
chose to do either a KWIC or an Index, but will be able to combine
routihqs and Subroutines in the logical ,order he desires. He may, ‘ o

for exampie,'wantito produce KWIC's on words occurring within his
inclusion list while simultaneously producing an index of all words -
vxcept those in his exclusion list and a frequency count of every -word

in the text. He will be able to use only the retrieval aspect of the

L.A.P, or only the statistical portion without being penalized by the

fact he is using a package rather than a single program designed

Gl . specifically for his purpose. . ‘ ( 1, : S
C - : ,
1.2.0. Types of Processing for Natural Lagguage !
. : . S o o \
&' A survey of the work currently being done in the field of language
- 2 . . ' ’ .
' analf!!s reveals seven'major areas of present interest and usage which
EN : ‘ _ S
can ibgically,be included in Version I of the L.A.P. Of the seventy=five
T . projects listed ig the‘November, 1971 1ssue.of Computers and the Humanities,’"

- - . — ‘ . o .
‘ nine dealt with frequency counts, seventeen with KWIC production, fourteen
. . i . - .

- with semantic or content analysis (including automatic abstracting),

eight with statistics, thirteenvwith index production, six with retrieval

» Systems, six'with sentence parsing and six with miscellaneous items such ‘

1y .
a A

' as machine translation.' Several projects must be considered to fall into

£z . L3

. ’ » . :
more’ than one category. Ratios 17 Linguistics in Documentation (Current
¥

>

-
P - .

‘+>° See Porch, Ann, "People and Projects in Natural Language Processing:
A Preliminary Bibliographic Directory' TM 5-71-10, August' 5, 1971,
, 107 pages.® - :

. L TN
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Abstracts), Language and Automation, and Computer Studies in the Humanities
N and Verbal Behavior are-mudh the same, although with a slightly heavier

K emphasis on retrieval afd parsing. @

1.3.0 bata Bases and Their Manipulation ‘ . . . .

x

Q

Since a number ot researchers will be using the L.A,P., Version I

. . ’

ot the svstem wiltl havé.ﬁhe ability to differentiate among\aata bases,

selecting the researcher's base or sub-base from a library of’resident N

Fs ‘ . . -
dntn(bases stored on magnetic tape or désc and making it availdhle for

¢

his processing. !n later versions, the entire library may include the

LRIC:files, or-state adopted textbooks. Reseéfchers using the L. A.P,

. -

will be able to obtain an input file contﬁiﬁing only first grade reading ..

books or only ERIC documents dealing with readipg.

L

Often, data bases that a particular researcher may wish to use have

bern prepared elsewhere with each having different input conventions

and formats“. For example, one data base might have been prepared with

a 10Qica1 gecofd length of 100 and in EBCDIC code, utilizing both upper .
a ‘ N . n
and lower case tharacters, while another mighf have'beén prepared with.a
. v ’ . . - . .
v "~ legical. record length of 72, in ASCIT ~code; and be in upper case only

* AY

with capitals indicated by a "/" preceding the capitalizgd lettér.

version [ of the L.A.P, will be able to handle input formats -and sets ' »
" P . '

.
-~

o L of conventiyns.tﬁﬁt°the researcher can specify (See 3.5.0 Translate Module).

A researcher may want to use output- from one step in che'modﬁlar L.AP,
. .

execution as input to another. He may want to'select.subsets of a given

”» ’

data base, process each separately, then cYross reference the results or

subsets of the results. He may want to do transformations on the data

) » . . - .
a

Aruitoxt provided by Eic: ~ .

EN
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a v . . - .
.

as it is being proctssed, and use Ehe\trdﬁéférmed data as input.

~

. ' c
Version T of the L,A.P. will be able to save output for further processing
’ - ‘ (
. ’ e o :

’

and will be able to QO’subsets of data once they are selected, in order
to save the expense of repeated retrieval processing. The rasearcher

will be able to present the system with a new file, or retrieve and use

5 ) :
a-file eifher he or another researcher has previously used or created .

Y

(see 3.4.0 Input-QOutput Module).

1.4.0 ques of Operation

i , ‘In addition to the flexibility of modularity, input formats, and

A file handling, Version Ilof the L.A.P, will take advantage of the best , N

{
features of two basic kinds of operation.

[y

<, An interactive, '"conversational' processing environment provides the

usey hignglexibility with little training. He interacts with the computer o
4 . - Ny b
, . . ‘ , ' N3
-, by aﬁswering questions, providing the program with information about -
. : ' y N
options he intends to implement for a particular run. On the other

.~
</T/ band, a non-interactive, "batch'" processing environment is signific;>k1y4

less expensive, because it can take advantage of 'slack time' on the .

+ o »

. computer, and doesn't require costly telephone connect ¢ime. For example, ,

7

. - - " !
- .one Los Angeles, service bureau3 priced interacfive time at $360 per CPU -
@ ’ ) ) T \

hour, while, batch\ procgssing was $150 per ‘CPU hodr. Language analysis \\
* - Ky ‘ .

\ﬂ/' ‘processing requires con
- . - .

. "designed for text. scanning

'derabiélcpu time, since mo§t computers are not

nd string manipulatioh}\bug rather for numeric

processing. Versidon I of the & ,A.P, will providé interaction to collect

" the parametric information required for the run .from the user, and batch

ne . . «

N

3 C & C Computing, 8939 S.,Seiglxpdﬁ,'ﬁ5s Angeles, California -

= -
. S N - '
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Befdre proceeding into a detailed descriptien ol the Swstem Désiﬁn

.
- h

~ for .ersion 1, several major terms must be delined. o
4 Srrneturally, the LA P, will be made np of Modules, each ol whig¢h
. : - . I
-4 will consist of a Program, Sup-Program or Rout ine. -
\ Program will perform multi-task operations. It will be made hp
° )
. . M . L
ol a number ot Sub-Programs whicli in turn mav contain several Routinps
1] : . +
cach. Programs will produce complete, tinished output to the unser.
' - 2 , )
sn example of a Preogram 18 the Retrieve Module.
s , A Sub-Prégram will perfarm si@gle-task operationg of a complex
. " = T , :
nature. Ltowill te made up ol several Roitiues, each processing a° %

. - B
portion of the Sub-Program's task. Output from a Sub-Program may e

. -

- ~ s

. Lo . ) :
compléte and go to the nser, of mav serve as input to another Sub-Program
2 g e

»

within a Program. An example ¢f a Sub-Program is the Morphological

Analvsis Module @
.

A Routine will pertorm single-task operations of a_,simple nature.
LN |% |%

It will usually be a dependgnl part of a Sub-Program or a Prégram, al-

though occasionallv it mav stand alone. (as in the case of Ipterfhpe
Modules which are single Routines). Outpﬁt from a Routine will be used
as input data og’parameters for other Routines or Sub-Programs. Tt

. ’ . .
‘ will provide no output to the nser diredtlv. - An example of a Routine”

N

is the Translate Module.

| - 18 - :

Aruitoxt provided by Eic:

L !

-~ ) bl . Y * .
rocessing for the remainder of the run on the data base. Tt will do

P
so bv having an interactive module which sets up the parameters for the
“hatch run tsee 3.1.0 lnteract Modnle. and 3.2.0 Control Module). -
, * :
> S P :
ay = b Sl - ’ .
! ,5 1.5.0" pefinition of Terms o P

&

1




A | :
: There will be two basic types of Modules used in version’l of the

L‘A.P... Function Modules and Interface Modules.

. ) )
¥ .
A Function Module will be either a Program, Sub-Program, orﬁ' At ine
- B
which.pqrforms an often complex operation. Since each Function Mo&ﬁge o

will be "un-pluggable", it is important to think of the Module in terms

~

af the function itself rather than the way in which it,is accomplished.

~ Otherwise, it will be difficult to establish a sufficiently generalized

Interfac%'Module"allowing any other Program, Sub-Program or %ﬁ{gfii to

/

be plugged in, as long as ft performs the same function.
‘ - . ‘ . L

&

An Interface Module will be a Routine linking the Control Module

with a particular Function Module. While the Function Moduie’is designed
to be readily "un-pluggable'", the Interface Module is designed to be a

more permanent part of the package skeleton. It will ot be un-plugged

-

. and replaced each time its.associated Function Module is.replaced, but

D 1

onlv if the conceptualization of the function itself changes. -

N -

“1.6.0 Documentation Concepts

- Documentation of the L.A.P..will be, like the package jts;lf,
modﬁlar. If a function module of the packageq is changed, because a-
betger program has been obtainea for that fuéption, the documegtatian,

can he un-plugged along with the software and as easily replaced.
) & .

. | . ]_‘? :
X ‘ &
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/ . ) - 4

There wiil_be a series of documents reflectipg the growth of the

Ll ~

. : \ | |
package as a whole, and of each of its component parts. There will be
three basic types of documentation associated -with varijous stages of
. . N LY

. o N
developmental progress. Thev arg¢: Design Documentation,: User Documen-

: /
tation, and Product Documentatian.

, Design Documenation will cpnsist of the L.A.P. System Design Docu- .,
. / :
o . / :
ment for each version of the package, together with the Module Design

Document for each module asso¢iated.with that version. Design documen-

4 "y Y
7 . \

tation will be produced befo#e the actual implemenﬂapﬂpn of the package

. . - '
or anv gpecific module, Jh#/System %fsign Document wilil contain a

\

systematic conceptual over%Aew of the capabllltxeq of a partxcular \

v ! o ’

3

¢
modules, to be incorporated in thalt version. There will be \a new System

PR v

¢

version of the L.A, P "tog ther\ﬁlth “generalized descrlptions of EN‘QE

Design Document for each [succesgive update of the package as\a whole.

The intended audience for the System Design Document will be
. ’ \

researcher who can find wavs fof making use of the package. The\Module

Design Document, on the other hand, will be of a more.techhical

[

: ~ - :
it is to implement the design in a workable form.

_User~Documentation will consist of three basic types of documents

*

Modyle Develo ment Announcements, User's Manual Materials, and Training
. P

~

. . . N T ° - . . .
Materials. Such documentation will be produced after a particular module\kv

is in operating condition and available to researchers for their use. As

each function module is broiught into working order, a Module Development

f

Announcemént will be released, indicating the functional capabilities of




\
\
Y
v <

the module, how it might be used in educational regearch, what kind of
input it requires, and what kind of output it produces. At the same
time, a‘USer's Manual’and Training Materials will be issued which will

v

give a researcher the detailed information he needs to actually prepafv

data and submit a request for processing by the module.

“Product Documentation will consist qf detailed technical documen-

tation, including flowcharts &nd actual program code. for each of the

modules. Such documentation will be releasedjafter all other documen-

tation relating to the module, and will be intended for a technical

\\\ audience -only. '&w .

All, thrée basic types of documentation will follow the-kame general
' /
format and be-tagged with an appropriate nqmeric identifier which relates
. I T e
e ' back to the ®driginal Svstem Design Documen;‘for the version of which y:

"is a part (see Documentation’Outline,'é. i). Below is an outline which-

o ‘ C . C
indicates the general form of one such plege of documentation. It is

an

'S . Lo )
an outline of a Module Design Document associated with Version I.

-
-

AN

-
*

oy

ERIC

PR A ruii ext provided by eRic \—/
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{ .
TITLE: DESIGN DOCUMENT: SCAN MODULE - L.A.P._"ERSION/L'
of )
- ABSTRACT 2N -
T This is one of a series of technical design specificationsxfof
individual modules in the Language Analysis Package (L.A.P.). v
1. Program Objective N '
2. Constraints and Limitations
3. Option§ and Deflults
4. Data File Specifications .
Input- .5 .
Qutput
5. Significant Algorithms LB
- . \-——s\
. e
6.. Significant Variables (Arrays, etc.) - .
- . ’ \

7. Error and-Other Messages ° . / :

. % e ‘ . M
-8. Called bj;and/or.Calls ol

:T b:x s v . .
L ¥
Q bﬁ& ’ . V A A

.

‘._L“""go _. .

*v

o
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FIGURE 1

2.0.0 OVERVIEW OF L. A.P. DESIGN

SYSTEM FUNCTIONS
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‘ |
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DATA MANAGEMENT FUNCTIONS -
. ) _
Verify Ce}nparé‘ Aésist : Retrieve* Sy éort
¢ i
\
Merge Tables .

 SPECIAL PARAMETER FUNETIONS

List S€arch Sensitive k . N

S

T~ |

3 . / . . . ..

e DATA PROCESSING FUNCTIONS
. » = ) /

i N
Sc:ar; KWIC™ | Frequency Index Parse '
A ‘ o : Morphological -
! . Statistics Content Analysis
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©.1.0 Package Software Functions (see,Figure " , .
. - The Language Analysis Package will provide four basic fynctions.: .

» . . K ‘
¥

Thev will be: 'Sysrem'Functions. Déra Managemgnt Functions, Special

Y

Parameter Functions, and Data Processing Functions. -

.

The System Functions will be concerned with the iﬁCernal funcgioning

of the package itself and the 1nterface of the-package with the user

- o
o

// (see 3.0.0). A T . St R

o R p.'/
The Da&a Manggement Functions wif{ be concerned with assigtlng the
* ﬁ
user in the preparatton of his input data, data hase control and

4

arranglng his output in a form that’will best ﬁ%ﬁllltate hté research

(see 4.0.0). : 5, ~9; - ;E? ’
Al _&: ¢ .
The Special Parameter Functions w111 be p}xmarlly cencerned with the
e

def1n1t10n of limitations on portions of tbe gata to be- brocessed or
: ~
‘\
unusual appllcatlons of package proce351ng madules (see 5 0.0). .
\ £5
The Data Processing Functions will be} oncerned w1th the actual

ana1y31s ‘of the 1nput data, and the prad%ﬁklon of 1nformat10n that will

. . .

» further the user's research effort (seehﬁ 0.0). '
L g .
b .
T e .
’ 0 4
= ‘.,E:" . :.‘
s N J
h ]
. A, -
% v
( * v p

ERIC | o 22
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‘FIGURE'Q

$

3.0.0 L.A.P. SYSTEM FUNCTIONS

Interact
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N |
Control
K , |
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- Log ‘ \ )
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Input-Output
f

" Translate
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. 3¥0.0° OVERVIEW OK SYSTEM FUNCTIONS (see Figure 2) o
System Functidns will be those functions performed\by theg package

which are primarily concerned with the internal functioning off the
L)

\ package ifself and the interface of the package with the user Unlike
. ! 4

v s N . . S
the Data Processing Fynctions, the System Functions will be written

¢
i

Co ]
! specially for the L.A.R. rather than obtained from programmers in the

[

field of langyage processing: They will be tailored to the user

v -

. N » - &, . n
o tommunity: served by the package and be developed in a manner allowing
\ .

easv modification to conform to the specific needs of new user require-
. ments. . A

Yoo o s - 1 R
In addition, a high level-of.flexibility will be built into each

of the System Functions %o that a systems amalyst may constanfly and
. _ s i N v
/. easily update the manner in which communication with the user takes

placé.' In this way, the Sys&ém Functions yilk be highly reSponsiGe
to the %2943 of "interaction most comfortagie to the user community the’ \
) . pa€5z§g/is serving at any'giVen time.
) . Fér Version I, fjvé modules will perform ‘System Functions. They
- or
AR . are: Intetggt Modyle, Coqtrol Module, Lag Mcdule, é?put-Opt;ut Module,
and Traﬁslate Module. - . .
. p e : The interact éodule‘will help the user .to set the parameters fén
v/// his particu%p% use of; the packége, and to set up the required Transaction

| e o
. Lo . -~ .
Language Control necessary to obtain the output he needs. :
,/"' ' » N .\.v ’ P
.~ The Control Module will function intﬁrnally to take the Transaction

Language Control and establish a decision table for use by the package

N . ' . . . . / . N - ;
N in setting up a priority queue, for accessing modules and routines for
. ¢ - i

T Cg
A 7 the present run. “
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Tat &%e.iog Module will provide the user Vith a recofd of his run,
JAncluding such information as the coptroltparametérs used, and the

action taken by the patkage based upon these parameters, as well as the

-kdate,-cogﬁs, etc. of the run. 1In additibp it will givé the systems
- ° N

analyst information to assist in further optimizing the package as a \

-
- -

whole.

oy

i

¥

'The Input-Qutput Moduie will handle specifications made by‘fhgwpser

concerning input and output files and provide him with a record of

, [-0 operations.

a ’

;hg\Translate Module will utilize inform
N ;

concerning ‘the form of his input data, and change the inﬁut constraints

ation provided by the user

required of the'processing'module to a form compatible with the user's
data. It will provide him with a record of such translationsf‘ﬁgd/or

error messages, if his input specifications are. incompatible with .the

procesping he has£§9£uested. . . \

wﬁ}l<0 Interact Module

. : « .
The function of the Interact Module will be to act as an interface
o a . ‘
between the user and the package. Interact will run as a front-end

~

portion of the total package, and prepare user control parameters to

be appended to the‘inbutAdata whichﬁg%ﬁlgthen be run im batch mode at

)

the main facility. S .

-

It will ask the user question§ about the parameters of the run he
is initiating and will utilize his answers to prepare computer compatible "

’ -
control parameters to be read by the Control Module. K et

g




LRIC

A3

‘-'\fﬂ L

K
d

-
e e G A e e

- o \

y

Since it is a separatelyffunctionlng entlty, iq w111 serve as-a

’
~

l
tralnlng program for initlating researchers into the &%e of the\package.

v "

As each control parameter is compiled through the questlon and answer \

v -
~

process, a correctly'formatted'Transaction Language hontrol statement
i

o . . . . -

,w111 be pr1nted out. The control statepents also wil} be passed“;*

v
T -
~ [ &

_dlrectly to the Control Modgle.a The control stateménts.will be outpu
b e . &

;1n a form approprﬁate for use as 1nput t0athe main

~t S

. such as magnetic tape. ‘ : - : .

ackage programs

;o

R

s

1
f
|
After th% researcher has used the Interaet Module for a wh11e he
may f1nd that he lsxsufflclently ‘familiar wfth the requlrements of’the
) t"w i
Transaction Language Control to prepare his own c0ntrol statements .
,/ . .

withOut computer)ass1stance. Certa1n1y, such user expertlse is one
of the goals of the Int t Module. As a teachiné,‘as well as,;Df
functlonal rogramfffi%ijjj keep a runnfng count. of user success and
failure in Je questlon answérlng process,%and output such iqformatlon~ N
- ' ' ©

to a/sziismﬁ nalyst when polled. The systems analyst will use such

w f

information to mod1fy and upgrade the package for maxlmum success

L¥3

. . -
within the/QRV1ronment of the actual researchers making use of the

a -

~

" systenr,

3. 2 0 Control Moduf\\\\\ v 5 .

a
;f The functlon of the d;;E?nl Module w111 be to read 7 set -of control

); \

+ statements conta1n1ng run parameters\\and to perform “a decision making

function for that'run., . S \\\<;\. o, F .
v | A . . ' );///

a

e
'
-
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- In any particular case, the yser will speoify-which package
- ¥ ¢ . ) ¢ -

" _rfunctions he wishes to use, as well as his particulér output specifica-

-
-

tions, . For’example, he mingAwiqh to produce :a KWIC, a rank-ordered

o

freguency count and a parsing of his text. He will indicate.his needs

-

by'means of Transaction Langoage Control 'statements which preoeed his
inoot.data., These'TtC statemenés will be produced either by use of the
Interact Module, or (in the case of a sophlsticated user) directly

The ControP‘Module will read the statements and compile a dec1s1on

table whiqh c¢an be used byvthe orogram during execution to detormlne
which %unction ModufEs will bo ;allea in.which order for that run.*
! I1f.the "soohisticated" uso; has ‘mad€ syntax errors in his prepa;o-
1
‘ tion of the statements, the: Control Module will print error messages

LIRS

-

which will help him cptréEE/EI;fErroii%befote‘re-submitting'thejob.

" “The Transactton Language will.be desighed igz_bat typical errors, such

el A v oo

as the omission of a comma, W{Ti be automatically corrected, allow1ng

)

‘ execution to proceedz For.suck_corrections, a message will be printed
o . ‘ 4 . ) .
~on the output indicating the hssumptions made by the Control Module,

helping the -user to verify that the Control Module has not misunderstood
his intent. -The aoérlwill havé the option to 9péoify that he-ggsg not
5 = .
wishvexecution ta proceéd if osoumptions were necessary.
" In Version I,othe us r‘;ill gpecify/the'form of Pis ;hput Qiga,

such as record leoéfk, aonder and location of variables (for/Stati tics‘

_.Modulé¢) and estimated gize of data base being used. In latetr Versions,

t - : BN
the Control Module will stan this information and set parameters for

27 e
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the run to optimize usage of computer equipment and peripherals. Such

parameters will control selection of I-O procedures, storage and access

> procedures,)etc. Messages\will accompany the output, indicating the

L3

0pt10ns used in a particular run. Prgvision will be,made for user

oveﬁt1de of the defaults. 3_ : ' ]
[ ¢ N
> The user will also ind1cate special conventions used in his data,

such as a slash preceding a letter to indicate upper case, or an '@PP“
preceding a character stream to indicate the beglnning of a new para- ke
graph. - The'Cbntrol Module w1ll”evaluate the form of the input data,

and decidQ if sufficient 1nformation is p%esent to allow the requested
bl ' N

function modules to execute.~ If execution is p0551ble, it will detérmlne

" whether the Translate Module needs to be ‘called. Messages w1ll be
- \ o . W
<. . output to the user indicating missing information wBich prevents execution.
. N . ¢ ' ’ i Y ,/’ l})
Lt ~, - o . y . .
As in other cases, translation patrameters for the particular run will

[3

I = accempany, output, IE the Translage Module is needed, the Confrol'Module_

By

will provide the input convention 1nformation contalned ih the TEE . w -t

statements. During execution; the Control Module will use the decision

£?
v

fq“\i : table to access appropr1ate Interface Modules in an apprOpriate order.
Any or ag} of the Interface Modﬂles can be called upon by the Control

. ! " Module, and the order and structure of the calling procedure need bear

no resemblance to the linear thinking of the user but can be structured

v [N

in terms of machine efficiéncy for combination and ordering of functions J}

)
-

required by the particular run.

PN . s .

»
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3.3.0 Log Module

. N ¢

The function of the Log Module will be to prbvide t b user with

a summary of the proceséing in the present topputer ;uﬁ. It will provide
3 RS - ' '

the systems analyst with information concerning those subsections of the

package getting the heaviest usage, allowing appropriate optimizations.

k3 4

[
. . <

The following information will be included on a Version I user

R A N

log sheet: . * - ’
- The user's identification (name, cost center, etc.)

- The date and time |

_—— . ' ‘
- - A listing of the TLC statements used

- A listing of modules and routines called upon

3

- Exegution time

= Input and output devices utilized -

o

"The following information will be included on a.Version I systems

- *

analyst log sheet:

‘ . 8. ‘
All the items found on a user log sheet.

b . Vs 4 .
R I

"~ . R Rt . . ' ) . . .
.+ = Breakdown of in and odt times-:for eadh\pfbtedupe' SR e Y

%,

L 4
+ Size of data base

- Later versions will also show such things as internal storage

allocations-used

3.4.0 Input-Qutput Module

.13 ﬂ

The function of the Input-Qutput Module will be to allow the user

+ to specify which devices wiil handle his input and output, andoto. 3

. provide the Log Module with a record of the I-0 operatfons. It will

1
¢

. 29
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work in conjunction with the Control Module, as a Sub-Program. Defau}f

- . > v

input will be from punch cards, and default output will be to high

speed line printer. Inpd& may also come from magnetic tape, Or disk.:

The Input Module will. also be used when input for one module consists

of output from another;(such as the Retrieve Module)
All output will normally.go to the printerf however, ‘'users may
L : - L ,
Al ) \ %

have particular needs or jpreferences and may elect to use another output
- : ) ! S

device. ) For example, the user may wish to save his bugput..in some

» R ' ' -
computer compatible form for later input to some other -program. If_so,

%E; (“he will specify output to magnetlc tape or punched cards.
.« 9 . . -

Another, although compl use of the output module, will occur

- , . ' ) o
when the user wants his output to serve as input for another module - .

within the package itself. Here, the 0utput qfdule not only will put

v

the output .onto a selected device, but also will put the data into an

appropriate storage location within the system. e ‘ ' -

&
»

3.5.0 Translate Module . .

- . The fyncrgon of the Translate Mpdule wilf be to ‘provide the

. - . o . -
v

interface beEWeen the user's data and the data conventiéns required by

the particular modules he wishes to use. Like the I/0 Module, it‘may-

‘be viewed a; a subprogram of the Control Module. /

v Since it is extremely costly'to convert a.large data base to
anorher format, the Translate Module will work.in the opposite direction,

. converting the reldrlvely few program conventions to the format in which

the data efists. Such a conversion will be aCCOmpllShed ip the following

manner: . -

FRIC" - e -

|
R - ’ - . : |
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Each of the modules will have an array associated with it which
7 .7
I's accessible to the Translate Module. The arrays will each have a
: A A
dimension of 256, corresponding to the 256 possible 8-bit codes. Each

.

position in the array will hold an octal number equivalent to the new

value (the data dependent value) thch shéﬁld ee utilized by the

particular Function Module fo:‘the currgnt run. The Translate Moduie
\ will eet up the arrays for thpge Function Modules being called by the

current run, using the old ve}ﬂe (thg Function Module dependent value)

- -

. as a subscript to locate the appropriate Position within the array

into which to store the data dependent value. For example, if the
KWIC Module is written to expect a slash'("/”) preceding each cHaracter
which is to be taken as upper case, and the user's data has been pre-

) pgred(ﬁith a dollar sign serving the same function, an octal 133

«

(equivalent to an EBCDIC "$") will be placed in position 97 of. the

" array associated with the KWIC program, since 97 is the EBCDIC decimal

equivalent of a slash ("/").3 )

*

Each of the modules will have a specialiy prepared subroutine
. . 1} e~ .

that initializes each of the pfogram dependent variables (such as a ,

) .

4 ‘. &

. variable "capital") to the value contained in the appropriate position

in the array associated with that module. ‘ '

&

EBCDIC codes have been used, since the UCLA computer facility is a
likely one on which to set up the package. The same algorithm could
be used with a gomputer which uses ASCD%, with an octal 040 being
placed in position 47 of the array.

v '\@ b " -*
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«

The utilization of the general purpose array'will allow great
flexibility when a new Function Moduleeris to be added or substituted in
’ »
the system, since a completely different set of input regu1remen;s may,

be accomodated without ‘modification of other modules in the pac?age.
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FIGURE 3

4.0.0 L.A.P. DATA MANAGEMENT FUNCTIONS
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4.0.0 - DATA MANAGEMENT FUNCTIONS (see

Data Management Functions are those\functions performed by the

e

package which will be primarily concerned with assisting the user>in

«_ his output in a form

the preparation of his input data, anqd arranging

's will perfdrm ! T

‘inch will best facilitate his research. Seven mod

. . .

Data Management Fune%'ons."They will be Verify Modulé, Compané Module,

N \T N S

Assist Module?\Retrievé Module, Sort Module, Merge Module, and Tables N

I

. .
N .

Module. ’ ‘“'-%_j

-

The Verlg/ Modulc will provide the user with tests of keypunchlng

v accuracy, and will flag obvious errors ‘such as the use of "L" instead

o

Y of "1" within a numeric string. . ' . ‘ .
The Compa}{e Module will test one text égainst‘énother and will
v flag differences which dccur.. (
VThe Assist Module will allow the user to havé the compyter
identify and flag, in his input, spec}fic items on which he needs to -
\\\\ take sbecial acLiOn by hand coding. )
: "The Retrieve Module will Eive the user the capabflity of pulling ]
Out a small;r section of a large data base accordlng to specified '
\crltgrla whlch apply to that seEtlon and not to other Sections of the )
total data base. Such a retrieved subsectlo; can be u;ed-as 1np:; to
othér‘modules of the package.» .
. The’Sort-Module will:iparrange the éﬁtput from a p;oceSsing module i
1,, '«.(.9 o ey s ‘ ..
: - into an order deflned by the uger ' Mo o .

The Merg%iModule wxll rearrange the output from various previous

processxngs into a single output in & form defxﬁed by the user ' .

- 34
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%
The Tables Module will prepare.output in tabular form,vagfcording .
to row and column specifiéations given by the Jser.
4.1.0 Verify Module | . o, —
The fupction of the Verify Module will be to check on'keypunching
acLurac? where errors might invalidate researcﬁ'results.v The user will v
be able-to épEley in a.TLC option statement one or more of the fol- o
Iowing data verifications: b ’ . )
- Numerics imbedded in. alphabetic strinés. “
.~ Alphabetics imbedded. in numeric ;trings; 
- Unmatched parentheses or other ﬁéired'Aelimitefs (user must '
spepify what delimite;s). | i .
- Strings greater than 16 characters in length.: .
- Use.of "illegal"'characters-(d§er specified).
 ¢ Default will be for thé program to check gli the items, QQtput from
vthé module will be in the form of loéation information andbtyp; 6f~
efror, with enough Sbnﬁext giyan gé;clearlg idertify tH® error for
correction, ‘ ’ | \-‘ ~ T ' ’
. - - N a © “ -
4.2.0 Compare Module " ‘ Y : o ' \\~

*

The funection of the Compare Module will be to 'allow the usek to

obtain ipformation on the eorrespondences between two texts. Output

will be in the form of an alphabetical list of words appearing in text

one with theirblocaf}ans, fdilowed by a lgstfof;words in.text two which

o

.appear- at the same relative 1ocatiohs, but are different from those
. . > -

L - .’\z . - LS N ) P . PR
appearing in text one.

. . . .
- - . "." .
Lad

~
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"¢ach of the texts compared, and the date the comparison was made. An

" The function of the Ass will be to allow the user, to
havﬁ the computer identify and flag im his input specific items on
© , o P ¢ ) . .

“information. : %

- I3 I3 A= . ' ) i
- of informatlop gontalned within thgqt data base.

Such lists will be headed with the user supplied identifier for

overall consistency quotient will be given, which is the ratio of%
identical words/total words. ' B W

4.3.0 Assist Module

]

which he wishés to take épecial aétion by inserting hand coded
A
The user will specify alphabetlc or numeric strings-which he

N
wishes to have identified and flagged, and he will identify one of two

ways in whlqh he wishes them flagged “for his special handllng (either \\\\\

AN

by the insertion of 10 blanks 1mmed1ate1y f0110w1ng the item, or by ™
#

the insertion of a user defined special flag symbol).

The Assist Module will “%can the text for :Be spécified strings

~

anﬂwgifduce a new tfff/ﬁjié¢@ith flags included. By use of the Input- .

OQutput quule,;thq user can specify the device on which the file.is to -
be saved. Default is to print the file on the line printer. The user -

may “specify the number of copies of eutpug he wishes.

~

4.4.0 Retrieve M?dule ‘: ///‘

»

-

The function of the Retrieve Module will be to allow the user to .

\
, s . . . , <
search a sequential or an inverted file using either a Boolean cdmbina- f
tion of terms, or a list of numeric identifiers and to obtain subsets . .
B ’

a
8




A aeduential file is one arranged in 'mormal' order, with a series

-

of sets of related information followiqg‘éach‘other sequeétially; An

example of such 3 file would be a personnel data base that would
R _ S . . ‘
contain a sequence of sets of information such as name, address,

.o S N

- education, salary, date employed, etc. for each employee.
: i

An inverted fflg is similar to an indgé,inﬂmﬁﬁ?”WEys¢meLﬁ;5

> arrahged by sub-catégory, and lists the location of all occu&rehhes of

information relating to the sub-cdtegory. For example, such a file

would.havé an entry for salary‘= SISQOOO and wouid list the locations
of full references on al employeés'with that yearly income.
- N . - ' -

A search utilizing a BdoieanICOmbination of terms could yield

“such infermation as all thoé% ngerences where AGE = 30" and EDUCATION =

L

~ MA OR PHD AND SALARY = $12,000. . S
' — / ' ! : 7
. o s
4.5.0 Sort Module

< L}

' The'function/of‘the Sort Module will be to allow the uler to

LS

- . S
specify particular regular orderings for his™ fhput or output, .
R . : ] N G
Version>1 options will include: _ -
scending (i.e. A-Z or 1-1,000). °* ’ ;)\
A2 [l

° - Descending (i.e. Z-A or 1,000-1).-

\ : :
- Combination (i.e. several sort fields, with different options

- T

1Y
-

for each) A - : “ ‘ .

Later versions will include an option for reverse word (ex.

all words ending in d together, with ed words before id words, etc.)
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R R X ¥ 9
The user will specif:>¥he fields on~which he wishes softs to be

-

performed, with the default being one, field only consisting of the first

|
-

“

16 characters of the record. He will specify the type of sort he wishes.

-

- . : e .
Certain modiles which regularly require sorted output will have their

»
e v

own defaults. For example, kW{é
N A ) ’ ue

output will‘b€/7o;ped‘in'ascendingv
alphabetical order on keywords, and ascending pumeric order on locations

&}

N . K .

. N N R . . B - Al 7 . . N

\\ 1 kevyorqs are the same; frequencxeSﬂwilI/%e sorted in ascending alpha-
\ N\ . Py -

AN . R
betical order on the word field if the "Alpha" optin is inmoked,\gﬁd

descending numeric ogﬁé%?Oﬁ“tHE‘ffequgpcy figlﬂ,if the '"Rank' option is

- Vs

invokéd.ﬁi\"’ Aff o . '~

- T \-

4.A.0 Merge Module

\ The function of the Mer%g Module will be .to rearrange the output T\\
. . - \ " i
' \

~ -

- 1 ' N - . . ) . ' -
v : trom var;:ji)prev1ous processing steps into a single output. The most
“of this module will be for the production of merged KWIC

common u
B

and merged Tables, although it may also be used with such modules as

the List Search Module to help the user establish larger dictionaries;
. N A} . . &

N

> J

) 4.7'0 Tables Module - e

- The function of the Tables-Module will be to allow the user to re-

o/ " format information gather®ed from the Data Processing Modules, in order

* ' to make relationships within the output more easily apparent. N

-

R - For example, if the user has obtained frequencies and percentages

of numeric codes by using the Frequency Médule, he will be'able to make

a table where closely related codes appear in vertical rows and the

o

sub-categories of ‘those codes appear in horizontal columns;.

. © . } - P
. ,
9 | ////////
. L - E;E; ] | ,
N - - 't\ ’ .

7
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In the example below, codes .10-19 appear in row 1, 20-29 in row 2,

)

and 30-39 in row 3. Relationships between the number of occurrences

and percentages of codes 15 and 25 may become clearer by looking at

A

column 5 (subcode 5).

T \ . -
T ‘ ‘ ’, k T 2 .
SUBCODE { SUBCODE | SUBCODE| SUBCODE j SUBCODE [SUBCODE | SUBCODE {SUBCODE [SUBCODE ° SUBCUDFE
0 1 2 3 4 5 6 7 8 9,
. . , /r .
—— T
occ| % océ\(v% occ| #loce| w%jocci %jocc| %locc| %jocc| %locc 7 joce 7
CODE 10 B .
1 R ) N
CODE- 20 \ ’ \\‘ \
= 8 - \v\—-
CODE 30 ! ¢
L S g ‘\T L
~ : -
Version I of Tables Module will allow the user to'indicate appro-
. X ' ; > \
‘ priate head%igs for his\tables,~4nd to specify which values shall !
appear in row and colﬁmn Ositions. 4
\ .
. ) &\ l
\
N\
LT N
| A
\ _// : >
o . .
\ .

. — . ——— -
»
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SPECIAL PARAMETER FUNCTIONS s

-~ o . . ) .

- . ' ”
. /)List Search .
’ ir
. \ . \.\ . '_ 
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Sensitive o,
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;.specify at run time particular strings (aiphabetic or numeric) which shall
. * / . o -

-36-

. T . N
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“

5.0.0 SPECIAL PARAMETER FONCTIONS (see Figure &)

- s .

4

» / . ¢
Sﬁ%cial’?arameter Functions will be those fynctions performed by the
Py S .
o ‘ ‘
package which tare primérily concerned with.defjinition of limitatjons on

f package

portions of the-data to be proce¢/ssed, or unusual applications

°

processing ﬁbdules.A?In ”e&§i I. two.modules will perfdrm Splecial

Paramete _funEgionS.m~They afe: List Seafch Module and Se "tiye Module.

-

Thé List Search Module will allow the user to define 1ists of words

M
1

or pHréses which shall ‘be either inciuded or excluded. from the processing

} X _
r ted. - ‘ . '
equeste . 7 /

“y

. The Sensitive Module allows the user to specify particular contexts
. . I

within which, and only within which: processing 'is to be done., _ w
T ’ ’
5.1.0 List Search Module . o _ -

The function of the List Search Module will be to allow, the user to
. " ‘ .

&

e

3 b A

, & : . o ,
be either included or Qgcluded from the processing. Such sets of strings

a

n

will.be‘input in the fofm of a list which ‘preferably will be alphabetizéd,
and which will be preCeéed by a system control car; sp;cifygpg INCL or . .
EXCL. A L T
INCL."Speéifies&thac proce;si?g shall be ;one'gglz on séri;gs

- .

wHich’appear in the fbllowing list. All eother strings shall be ignored-
’ . . . " ’ ) “\ A Y
EXCLA Specifies that processing shall be done on al%'strkngs -

Iid ' \

i

exce t those which appear in the following list. Those strings in "the

list shall be ignored during processJ\g. : } a .




-qu .
. f
. . ’
/ / / ’ ° f -
’ The Iyé{ - EXCL option will allow the user to optimize production’
costs by processing only the data which is e7éentia1 to his particular

applicatjon. The INCL - EXCL option shou1¢xbe gsed with care, espec-

iallv in conjunction with Sensitive,‘Content/and Parse since errors can

e /
‘. occur if data pertinent to these processors is omitted through excessive
b o
limitation of the data to be included as input. ’
/ ‘.~ »\ .' / /
5.2.0 Sensitive Medule _ / A ' . //

7
The function of the Sensitive Module will be to allow the user to

define adjacent contexts which specify parts of the input te&t to be pro-
ceésed: For example, awdser'might want‘toAp}ocesé the word “reading” if
and only if the word "remedial' preceded it. Or he might wish tobprocess
3 - only the words occurring within the ligig of a library citation.

3

"The user will specify:
4 _ : : /"
The string (alphabetic\or numeric) which provides the Key for

- < . \ . h
» processing. . .
. ' - The string (alphabetic or numeric) which provides the sensitive i
context. ! ‘ ’ » "
N y

" - The maximum distance (in‘/number o!.characters or number of wards)

from the Kex\zifijn which the sensitive context must occur.
. s

~ - The ‘ireétion (left or right) from the Key 4n which the sensitive

4 « contexf must lie. ' . ' A a
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FIGURE 5

6.0.0 L'A.P./DATA PROCESSING FUNCTIONS
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cessxng functions.

amd Morphol
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. - .
¢ o \\ . '
. / .
Ca '

6.0.0 DATA PROCESSING FUNCTIONS (see Figure 5) .

\ ' .
Data Processing Functiods will be those functions performed by

the package whlch will be primarily concerned wtth the actual Analysis

. .

of the input d!ta and the production of information which will fungar

the user's research effort.' Ei%ht.basic modules will perform Data P?b-

Thev are: Scan Modgle KWIC Module, Frequency

!
Module, Index Module, Parse Moduke, Statistic& Module, Content Module

N e
The Scan Module will be the heort'of the data processing functioéns.

» . a

ical Analvsis Module.

It will read text in, scan it character By"cnaracter,.and establish )

2
@ \

word houndarles etc;
The KWBC g\dule will produce a Keyword in_ Context (Concordance)

lxsting of “the data, allowxng the user to specify any one of two basic

*

putput formats, andﬁthe desirﬂd length for the before and after contextsi

” . - N . “.

.

' The Frequency Module will produce information on the number J%
: , S o )
occurrences and percentages for words, phrases, and,codeé within the

~

text he user may specify alphabetical ordering or rank ordering.
The \{ndex Module willﬂproduce an alphaSetical index of the loca-

N

The ueer

tiong 'of references to particular words, phrases or codes.

will be able to specify the terms in

Which locations will be given.

The Parse\Module will provide the user with information concernirg

»
’

> P
the grammatical gtructure of his input text, in the ferm of a tree

arrangement of surface and deep structures.

\

The Statistics Module.will produce numerical analyses of such

items as means and standard deviation of word length, sentence length,

»

paragraph length and npumerous others.

.- 44
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The Content Module will allow the user to develop semantic cate-

.gories, and test his data against them.

°

The Morphological Analysis Module will allow the user qd’obtain

. o

listings of root words contained within his text It will be used’

primarily in conjunction with other processing modules, such as,Parse.

6.1.0 /Scan Module ’ .

Version I of the Scan Module will funcEion\as a Vfront end" for

A

several of the processing modules (KWIC, FREQ, etc.). ince it will

-will be paid to probléms ofqopthﬁization. 't s major objectivy three- ‘.
‘ L ' '

fold. It will read in data as necessary from the inpﬁt stream;\1i8 will

. N

find and return to the calling program the beginning and end poin s of
a word; and it will determine if the delimiter(s) following a word is a

"special" character which signals the necessity of some kind of special

. *

handling involving an additional subroutine call.

.Depéhding on the calling modole, Scan may return eitner the begin-

ning and ending points of the wofd, or the wors itself’for storage in o
an array. , |
N The user will be able to specify a definition of characters to be
c0nsidere& as valid wond-parts. Default will be to ha;e the alphabet, ,
apostropne, hyphen and numbers cohsidcred as word-parts with all other
characters considered/ss delimiters. In addition, the user will be

able to specify which of the delimiters should be considered as "special

characters. ,




Gi- /o

S

,'\\‘ h.2.0 KWIC Module

I'a " - * -

<The funection of the KWIC Module s to produce Keyword-in-Coptext

.'\ .
(toncordance) listings from the input text. Location informatiom ill
“ L \‘

be\broken down into four main categories: level 1 (ex. Document 1D),

& N
. ¥ . Y .

. paragraph), sand ‘level & (ex. lihg).

»

< KWIC Mod\le will be run Trequént. , in conjunction with the List Search

Sugh,apkijcation will be when pfoducing KWIC's on>1ibra{y
only words in thg.title will be prockssed.

«

he following: o :

cify

u& ‘ - Length of before &®ntext to be spécif{edheither in number of. .

\

words or number of characters. (default. is 48 characters)
' : Length of keyword. (default is 16) e

Y

- Lengﬁh of aftér context to be specified éfthér in number of words
\ or in nhmbe% of characters. (default is ;8 characters):‘ ‘
:‘Sort fLeldg and‘ogegring (default is‘keyword, location, in
ascending_order) . . « | o .
- Either of thé following two output formats:’

“ o MA) one line, keyword centered -

B) twohline, keyword right justif;ea -

(default is A)

£.3.0 Frequency Modulel

\

The function of the Frequency Module ‘will be to produce alphabetical

? »

and rank ordered computations of theé number of times words and/or numeric

- codes occur, and what percentage of the total text is represented hy each.

AN > . . £




A

'ducé'a tabular presentation of the information in a usér,specified

06.5.0 Parse Module

- A}phabetical ordeding of the list (words béginning with "A"

\
fi;st) 4 .

“ . . .
- Rank ordering of the list, (most frequent first)

i ' . %
- Occurrences only.
; .

7

)
~ Percentages only.
Default will .be for the Module to produce all four. ' The Frequency

Module will be run often in conjunction with the Tables Module to pro-

-
e -

format. -
[ o,

6.4.0 Index Module - *

- The functioh qfﬂthellndex Modﬁle will be to allow ﬁhé.usér to
' v < .
cgmpile an fndq&/éf locations‘pf'spgcific words,;nd phréhes within his
text. | Thé moduleawill ée;érally be used in conjunction with the List
Search Module.

. The index produced will be alphabetically %orted. The default for

locations will be the same as for the KWIC Médﬁie-(seé 6.2.0). ‘If no ,

inclusion or exclusion list is pfovided by the uéer, a Standard exclu- '

sion list will be used which consists of high frequency words such as

»

R 7"and"’ llthen’ "in"’ Hby" etc.

The function of the-Parse Module will be to ptovideAEhe user, with

t
information concerning the grammatical structure of sentences contained

within the input text.
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'ERIC*

S i Toxt Provided by ERIC

~43- — K

-

s The user may pfovide his own grammar and dictionary in'a format. «

v
o

compatible "with phé program parameters,

Output is in the form of tree-structures representing the surface

u '

and deep structures of the sentences. R : '
/

The Parse Module will be run in conjunction with the Morphological

Analvsis and List Search Modules.
The Parse Module should be used with care, since processing costs’

v
o

for large input teits’are often high.
. v
‘ Al

.

h.h.0 Statistics Module

-

The function of the Statistics Module will be to allow the user to

obtain summary information of a statistical nature concerning his input .

text., [ .

a ; .
'/ . o

Pollowing are some of the more obvious stati/stical measures of text:
0 . :

f v .

- Total number of occurrences of each mark of punctuation.

- Total number ‘of words”in~text.

- Total number of different words.
- Ratio of un1que/tota1 words (type/token ratio) P A
- FreqUEncy of words of length n (where n ranges from 1 to 24

tl . 3
characters). . : !

- Frequency of sentences of lengtﬁ m (where m ranges ‘from 1 to

. 40 words). |
- Total ndmber-of.sentences in text. _ g
- Total number ob paragraphs i;ytext.

- Mean,word length in sentences.

- Mean sentence length in words.

A -

- 48




- Mean paragraph length in sentences. v
-;ﬁtdndard deviation of word length. - : "
-'Standard deviation of sentence length. . >

- Standard7deyiation of parngraph“length. a

- Third moment of word length.

-. Fourth moment of word length. - .
- 6.7.0 Content Module - . S A "
\ : \ .

The function of, the Content Module' will be to@plloﬁuthe'user to  set

[}

up 'dictiorfaries of phrases 1n'nUmerous.seman¢19,gatggoriés, and to.
match his particular text against one.or more of these dictionaries and

have a category 1tem'ana1ys§% performed: A tabulation will be given by

, " ‘ e )
category of the matching items and the number of occurrences. For

example, a user studying the relationships of Méxican American oriented

-
. ¢ A}

. state approved text books may want to make phrase dictionaries for

semantic categorieSjsuch as "nuclear family",v"extended family",

"individualism", "socialization". "present orientation", "future

. orientation', 'patriarchy", 'matriarchy", '"coaperation', and "competi--
tion". By using the Content Modnle, he could determine the concept
a

' weightlng which occurs. . - .

6.8.0 Morpholog ical Analysis Module : -

The function of the Morphological Analyals Module will be to allow
the user to obtain information concerning the root words contained
within his input text. General}y, ¢h1s module will be run in conjunction

with other modules such as Parse and List Search but the user may obtain .

a root nofd list independently of othetr module uses.

1

|
. | : .49 )
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©7. o 0 TRANSACTION LANGUAGE CONTROL (A‘..L c ) y

, “d-

® The function Gf the Transaction Language will be to provide the

. - . . '
-

-vuser with a method of communicqging parameters ' for operating the

. -
.

computer run. It will allow the user to spec1fy the form .of" his 1nput

T
o v N "

“ \
data, the package functions he wishes to7use, specifie options he
- ‘. ) : \ Y < . . , N
requires, and the form of output he wishes ‘to obtain.
) y . ' S

_"' Y N . - ) o - .. ~

7.1.0 General Concepts e n v', L ; -~
o > ’ t, 'V et o L

a s P

’

The bach de31gn bf the'TLC qmphasizes ease'of UBe 'There‘are few _—

~ < /5 z . o

.svntax constra}nts; With the éxception oé’the initial identifying "!""

oy . - . "t
‘in column 1, parameters may -be tn a relatively free format form. ,After

) hd B -

4

the "Control Word" (RUN .FUNC, OPT, etc. ), required sub 1tems of infor-

“ o

mat ian may be tn any order. lmbedded blanks are 1gnored so the fiser
el .

. may format his TLC cards as he w1shes If a command is mlSSpellfd thee

system will make a "begt guess' Db based on the context and the first two

. letters, and will print its ''guess' or a message indicating that it has
. \ '
insufficient information to continue processing. - . \v

0

7.2.0 Required System Commands
All TLC cards will begin with a "1t in column 1. Continuation
cards will be indicated by " in columns 1 and 2.

The following six "Control Words'" will be required for any run

-

made with the package. The Control Word must be the first item follow- .

ing the exclamation point, but need not be @in any. particular column

d“n,

a

s




- IRUN : o ,
- 1INPUT

- 1FUNC

- q0PT ' . |
- 1OUTPUT . |
- IDONE

The IRUN card will tell the system that .a run is being initiated.

Any information punched on the IRUN card from columns 6-80 or on contin-

fhatidh cards will be used as run identification and will be printed at

~

the top of ééch page of output. No mbrexzhag‘two continuation cards
will be allowed. |
IINPUT o ‘

The !INPUT card will specify any special parametefs 'of the use;'éﬁ
input,. ‘The follbwing information must be ingluded on the IINPUT card g;

B

and/or its continuations: : ’ o

- Input fecord length
- Input device (magnetic tape,ﬂcards, etc.)
- Code used (éSéIf, BCT, EBCDICS ' g ~
- Special conventions - L SR ‘
('PG = NEW PAGE; "‘/".ads UPPER CASE; etc.)
, . \

Any number of continuation cards may be used.

! FUNC

@

The !FUNC card will indicate which Data Management and Data

Processing functiond the user wishes to employ. Following is a list of

acceptable‘functions%ggich may be epecified by the !FUNC card:

iy,

IR




]

- VERIFY
- COMPARE

- 5SSIST

- RETRIEVE ..
- SORT g o ~ . -
-'MERGE o | .
- KWIC
- FREQUENCY - .

- IQDEX‘-

- PARSE
- STATISTICS.Z

- CONTENT’

\ - / '
. ~“MORPH AN, o~ ' / : ‘

0

- LIST SEARCH

One !FUNC card will be required for each function employed, ana it

Y

‘must be followed immediately by its ésséciated,!OPT card. However, the
two-card ''sets" (!FUNC and OPT) may‘occmr in any order.

10PT

. . o, -
o~

The 10PT carduimmediately follows theV!FUNCvca;d and is associated
‘with it. An !QPT card without a preceding !Fgﬁé:card_Will resqlt'in an
error megsage and vice-versa. The !10PT card will aSSociate a’iiQt of
appropriate optibnslwithvtheifunctions requested. For ekample,;oné

option of the KWIC function is the use of an inclusion or exclusion

list; one option of the Frequency functiongis a rank-oérdered list.

“

24

Y,




OUTPUT
The !OUTPUT card will specify what output the user wishes to
'recelve, and” w111 allow him to d1rect his output to whatever device he

desires. He may suppgggs Log output and'summary diagnosg}cs if he

wisaff)//fg/;s thié_card which will specify the destinafion if the

 outpu¢ from one function (for example Frequency) is to be used as the

« &~

input for another function (for example Tables).

[

! DONE
The {DONE card indicates that all TLC cards fave been input and

o~ o : N :
the user is requesting compiﬂation and ;j%cu;ionl All cards after the

~

!DONE cafd-will be considered input data.

<

—-\‘§_Q\g\ SUMMARY AND CONCLUSIONS

T .. The most lmportant features ‘'of the Language Analysis Package will
be adaptability of—mﬁdﬁTar design and flexibility of user-defined
- R . [ - nv——'\ . .

options.

r

i : Individual portions of the package will be used without the user

being penalized by high processing costs due ;to 9uperf1u6us modules

0

being called.

k3
RN

Development costs will be held to minimum by utilizing existing
programs already written and,debﬁggéd by “specialists in qhg'gield of

natural language processing.

\.' - - | K

\ + Documentation also will be modular, and will deveiop organiéallyl

with the érowth of thq package. At every stage documentation will be
A\
X

*» produced reflecting latest developmerts and most recent revisions.
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“ The value of the L.A.P. will lie in the research opportunities it ’
. o )
will open for the non-computer oriented researcher; who previously, kad
. < '
\\ no ready tool to do analysis\zf textual dat_a.._ , ,
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Working Paper 2 : N <

DESIGN DOCUMENT: CONTENT MODULE~-L.A.P. VERSION I (TN 5-72-35) , .
Ann Porch and t Lang ’ .

-

\

.

This document is one of a series of programming design specifi-

A

cations for indiviéual modules of the Language Analysié Package

o

(L,A.P.).i The segtion of the'system design to which it is related

is 6.7.0. __— ) ' ST ‘ -
Program Objectives N o ; o '

p ™
\ Version I of *the Content Module will function as a semantic . - .

« . L
- . -
cshtent analysis module by allowing the user to construct any
~ ) .

\ o
number of sorted djctionary,files using phrases, and/or single

words .2 Each dictionary file will repfesent a set of user-defined .
‘semantic categories. The program will '"score' the input text by‘ \; " .

i

matching it against the dictionary and give the uder the total’ .

number of differenf‘cﬁpegories a par&icular word or phrase falls
into, as well as the categories in which it falls.
Vd

*

lsee T™M 5-71-06, ''Language Analysis PacKage (L.A.P.) Version I

’ ° <

System Design," fon an overview of the- package.

¥ A=

A modification

f an exisEing prdgram.will be used for the

Version I Content Module
ﬁerald Fisher of the Univers of Connecticut. Full dqcpment tion

&> PN . .
on the program may be found in FiShQ{;é "The SCORTXT‘grogram‘giztz;;\

Analysis of Natural Language," University of Connectigut, Bureau

The h{ogram is SCORTXT, developed by

of Educational Research. 5355 : . i

v
i
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Constraints and Limitations

- When the text is scanned for dictionaty matches, only the
longest stringi will be matched. 'for example, if the dict::l.onaryk3
contains both '"not very much'" and '"not very," the text phrase \
' “nét very much" will be counted as matching only "not very much".
- No punctuation (except apostgophes and hyphens) may be included

‘in-dictiOnary phrases. Texts longer than 1,500 words must be broken

- into sub-texts if high-frequency words are category entries.
N . ’ \

Options‘and Defaults
. ’ . Options and defaults for the Content Module will be as follows:

- Print text in origin#l form (Default = no print)

- ' = ﬁrint text in array/éorm (Defauit = no print)
“ - Print sorted dictlgnaries (hefault = no print)
N .
- Print a reguced tﬁxt (Defaule\ no priqt) _ : . -

- /

- Print an item anplysis(qs\each yategory/LDefault = print)

- User specified word 1ength for tégt in array form - .j
: v , ‘
* (Default = 16) \ ' .
/ \ :
- User specified input record margins for text (Default = 1,72)
//‘ ’ h '
i , ) Ay N

Data F}le SEecificationé

, ‘ - e . -
Ingut files for Version I must follow the ordering .shown

in Appendix A. Dictionary input will consist of one Qibmore dictionaries.
L I . v ! , ®
vi‘ - Output® for Version I will consist- of punched or printed
re ’ I A2 -

output’ as shown in Appendix B. P ‘
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significant Algoritims
\\\Catcgnry Indicator Algorithm:

After a dictionary is read in and sorted internally into alpha-

« betical-sequence, a b;t string will be created for each dicttorary
en&rv with on-off iniicators for each category represented. IThus
it the dictionary haé 1,000 entries which fall variously under five
\ , categories, then for each of the 1,000 entries a bit string of length
~ five will be created with*l's in each category posiLion to which the
entry belongs. The sortéd diétionary and the dictionary bit s&éings

are added to the file DICT.

Significant Variables \

]

Thére are no variables of special significance associated witﬁ'
L

.\ the Content Module.

a

\ ) Error and Other Messages
; m . -t

The following messages are printed out by the Content Module?
: ’

- "pictionary Not Found" if there is no dictionary associated

with the input for a particular run. N k //‘

- "End of JoQ" if the run terminates normally when there are no

furthef texts to be read. N

+

Called by and/or Call

¥

A} .
The Content Module is called only by the Cantrol Module.
Tﬁg Content Module will call the foiléwing internal'shbr0utines:

- ARRAY ~ .

- DINIT

1




~  INDXDLM
ITEM
LSTAT
MAKEDIC
SORT

PHRASE

INTABLE

YA




~ - = - - . W 5 - — N . : " hd -
[QoT_fr 77 % T 0 S Ur T O §y 07 T or T o ST or © [swounsa
3 ) - ) . - X (AOTIOY 15T ]
: : ; . : ] k shrdu] 4oT1359198 AXeu0TIo1q).
) -7 §3IX5L 11V 30 DUz
. | _ . “Q'1 QODEY -
: . ) - 5 QAANIINGD (O
: 00T %6 06 %8 08 &L Ol %9 (Y T 0% &% 07 Gt 0Ot %S¢ 0¢ Si ot S mon.HHmem_
FOSTTERNIN PRI TR VY DTS PR P P U TE I W FUn Te T TN ST TE STUTY I T Te DU e -
: ) - $Ixe3 siomW) IXI] JO pa
4 . "
- - "Q'I q¥odad
: . - : QanNNIINOD [ : .
s , G 9 6 S 5% 0% St S¢e 4 [ ’ y
AT OO TUNL U2 AU OO TD 0O U0 00 O3 000 00 O 9O OO L2 I
A “ A ra
W sut8iew paed pa213j1dads 13sn urtyimm (60) payound 3Ixa3 : (p2p22u se Xuew s®) 1IXI]
_ ) Co : P ’ . , *q°1 QU003
. - Q3NNILNOD (O -
¢z 05 S8 08 "SI O 9 09 5. 0% %% 0% ¢ 0t G¢ 0¢ .61 Ol ¢ SNOILIS
I PR FEUEY SUUTE FUTNE SUUWRY BUTTE NIrTw DY | NP WP PO [ TS T SR TEE FTTE Dl FEWIN Wil e i
. ’ IVitdod
| . * v le
m . n -
- ’ a . x
. - e | N
S3udWWo) 13S[] — [ (3%33 13d 2U0) 19pEdR IXO]
S g .
. e .oe 4 01 QUod3¥
| v ’ o . : N T O
| Kaeutg =@ cwn/eqdly - T 1a0av7 quooTy squoomi[___ 1 ; | DNVEO0Nd
1e@YIIPEXSH = H arraunyN = N 3dvl|  SNIVINOD WDOU'i8 _ .
17330 = v eudty - v ‘§010vd ONIXDOTH — ? FAET S Gl 3114
"23Q pNRd = d AIETR =57 LAY aavyy T T NI i I . )
| B .m.,m:m‘u H«.w&c.m v , “ : .x<z m_ m.mnmﬁ ..m Nmi 111va S1NPOR ucmuc\oo “uH.,M.:
- O JTEVIHVA b e L e e e e
. : ) ) - - HINTT _ e AL
< ) 3 o1 D 1 omdup v o<tmaddy (5 . a3xid , ~ :”wnﬁ%zmuww‘&ﬁw
| : T W iN, 400Kk ONTGRAO T R as s
. [ P - — — i (R S .
-~ - T : " [ . \l
. . %
| , _ .
. ¢

IC

Aruitoxt provided by Eic:

h:



A

o

ey

. v 8 N ’ * =
K . . . \ .
C g &L 0L %3 T % T T N
por fe o 8 L AL e T B S o St T ot <r-or ¢ SNOLLISOd
; Y
P - : ,
- S| (mo1103 3snw 3Indu] 3x3])
. : B ) . $913FU0T351q 11V 30 pud
. < o . N " ‘d*1 qdaod3y
- . v L GANNIINOD []
T ~Xg 08 L g g %% 0% . - ’
I T ST LI A R ST SO T TV LT 1 A AT L ,.mzoEma_
X, =
~ - , (FOTTOY
s : be x| Aew §31IBUOTIOTP EEL |
) ) A1pU01301Q 3O pud.
. R . ‘ " -a'1 qEood’ -
) - ) _ . GANNIINGD [J
S S 0¥ 4] 55 0% %% St 4 ¢ ® g
e T OO0 00 00 OO 0 00 V0 00 0 00 L2
. 2 - - , ) - P
4 om . Kijug KLieuotridiq - (papa2u air s¥ Aurw mwv\
< < . . K13ug Ki1euotlaoiq
. . SEE ] - "I qEeoay
i 5 . L @NIINGD O
T %6 06 S8 0O S0 %9 09 85 0% %% 0% %S¢ 0f ©Z 0¢ <I oL % monbmﬂ
TS PR E ETEY PN TR PTOT TR TSI TUUIN 10 STU BT FOUTR SUWIT ST P MDY ST YT -~ Tes TOU :
{1qua £ siajdeie uJ i : -
. t43u ue ul 3 4 - P . PTEN A1PUOTIDIQ ‘(A1euo71351p 1ad suo)
jo 13qunu E:Eaxmzw *
¥ 18pe3H A12UOTIDIQ
’ "a°1 quod3Y
. : . BRY - :
Aeutq - g cwen/eydly o T g a0iv quood SAYOD'TY | ] LY INAVYO0Ud
TE@IIIPUXBH = H = STIoWAN = N, 1dvi| _SNIVINOD YDO'1d . :
#3320 - 0 Pydty = v, ‘4010v3 ONTDOTR Inda] ‘1 3114
1220 PaAdEd = d eI =) 11 LaoAv duyy === Wi 17 . ) S
o IERRLERE RNt F S | - v T T yivas STNPOR JUSIASY . :gqpyyl
| - _ [ 3mswavape——= - —— — ——- S — s
B s andyr induy £1ev L13niq . HIONTT' J.
A aaxidl LIOAY U¥003/311 ”
B e ! SWILSAs* ¥IINdWO +
TSNV 1N TIAOR WIOdOOYI o '
e L SRRRE T Wiogoww) o e - 7

Q

Aruitoxt provided by Eic:

E

a




& Y / . @ . o ——
Q01 S6 06 ¢g 08 §r DI TR 095 . 55 0 Ty 0% ¢t 0t. S¢ 0¢ &1 Ol 6 SNOI LI sodl
s s s ba s aal e J 1. L aal . P BEATTS BT Ui Srarey | AT 1. IEH I ITE EPUPAT P IS S i S § PR EPEPEEY H ﬁ -
. . R . N . - //V.
A \ -
- . 1 i T
. o s - R -
- _ . : o - @'l qQUo03¥
, s _ " QINNIINOD [] .
00T <% 06 S8 0% . &L 0L %9 09 & 0% &% 07 G& 0t &¢ 0C ST 0ol ¢ SNOILISOd] :
SOOI N T WY D DS DY ST W DU CUW I S B ST P TTE Y ST T FETWS TN e s T\ L
. - L - - VR0 x -
. > - . . s ’ » L f. - .
3, : 2 \j\ L = : M —1
v - = - .
- ’ ’ . ‘'l MOdM |
., . . ‘ L QAANIINOD O s ;
T 08 09 S5 T @% %% 0% St Of  &¢ 7T ST ol ¢ . ;
p LA TN TS T L TS S O T A T U 0N L TN VU1 00N 00 A 0L
R ‘ i  (pXoJsX .
. } YR b2 A 1 4. Induf 3se]) Uo13991°% -
) . - - . |
..q/u L . . KA1euo1321Q TIV- 30 PUd  |LO ,
o . ‘a1 qodFY
. ? o ‘ ) QaNNIINOD\ O ,
T %6 06 <58, 08 L 0L %9 09 &5 05. %% 0y Gt Ot S 0¢ S Ol & mzo:pm@_ R '
[INTTS TP Y FETRY T ST FUTEE SUT TS BN S P SO BN AT Y Y Y T T YUY PN FEUTY TS T o _— 1
K . IS \\\Hgg
— 4 v : _
o~ -~ .
. S ; . auey A1euolidlc (poposu se Aued Se)
3 b - . |
ﬁ m . [ notaaaieg A1RUOT1I21Q .
o o : "Q'1 QUODTY .
o ~ “ N 5
Kaeutd = 8 cwal/eudly 1 goav quoomd|  S@uoomi[ ] D TIVEO0Ud
1ew1o3pEXal = H STIAUNN = A 3dvi SNIVINOD M30'18 _ '
frae o Pydiy - ¥ | :F0LovA ONINDOTA . IndnT a1 1114
A P d < MBS T e gy i T - -
, - TN DT R0 o G Wi | 6l ‘g fEW oIV AINPOR Jusauey - AL
> . oD mmynivas— - R —
° indng TFEUT AT 1N RRL T AT TNl P ! .
| > ' VX4 R AR TCRR T A b B I .
| . - : . Ol TR Sl MHARY -
E v . L - ; 4 . Ev.m




.t

' e .
‘ ‘ IS R = SL -0t G¢ T X1 N
@OA..%O:%_G: m_m_ O_rwr P BN TN T 0 Crr..._ .@_ caals ..O_>L|:_H‘. m: ..‘-v. . | SNOI LI SOd] .
: o : : IVRE0 -
s . (*Krea Butais 11q vnmf?ﬂc Jo sy38uvoay) sSualaq (freaoTITp uT SoTIue E
> . 1. 1T .ymr 63 s3;10893es Pi1judsaadan Buyiis 4.9 + £.4303 Jxeuotidiqg ’
- . < QL (Jo))] Em.ﬁo«uﬂd P
&
. o —~ . S ‘a1 @8%
T . L QANIINGD O .~
i 08  §Z 0L 59 g 139 Y % 0% St S¢ ™~ 0C
I T T S LI S A VR T S :o_..:r.:ﬂm.:_:.p....m_f:ﬁ...m.... mzoEmm
—r - me\ )
o » 9| m o[ ® 5 - . -
2 ~ reoce "ol X . _ L4
. 53 R oldE| o
- — 3 B % £ S smeN Aaeuoy3did (AIeU01351p
i il la]
= . B9El e l_ w. ol <8 B ) X 13d suo) Kiruolloiqg
N ol o © - H & . - e
o o e o o a'1 quodad
. sl || 8 5 : GINNIINGD [)
A ST 0% 5% 0¥ ~G¥ 124 4 ST i S
Q..58..% F.% 2_:.*,:w:_m_::_::_t:_:.....t_:.mm::_::o_:: N ET
N -
- . 2 g : q N - 2
T~ T Yo [F
‘ - - 3sa8uo1 3o y3Buajy vuoa\ow summ\ m.wﬁ_,;ou Jo gl mel g (156573d0)
' . 0| = % . :
= / -19qunu) mioj Aeiie uj pajuyad mvuoa 3Ixag 2318 W i mioj ABIIY UT IXB] .
' . R : cx|a = i
. ) ,mm.um. © "a°1 q¥o03y
N P ' N ; , _olm TANNIINGD [ ¢
T S6 06 SE 0H.~ %L 0L %9 09 5% 0% 197 0% S¢7 0T  G¢ ON S1 01 S SNOI LI SOd] :
I FUTEU FVET § FUTTE EUUTE RN TRY DT FRUTE SUTTS | S T P PUTE PN TUTTNY TT U VTR PUTUE rUU TS T PN v
R i s S . ~ IVidod .
o \K4 X T T AL Ty T &
n & (p10331 iad g1 o3 dn) = - - - - (ToTIOBT T g1 Iod—]
- ) ~ . o|o|o[o|o| o S
by R P211013U0D 13sn ST BB |B|%|B| & [Picse1 IndInc suo - psposy |
3 3 > . o3 Rul Rudl o i § ) :
1 - - s811082180 O 1aqunu < o §8 AuEW se) 3[Ns9y 8400§
. ‘ « - .olm “ , e vl w| ] o . ..
. . R ololol ol ) a1 @00
R~ 1 . clolol ol o *
. . P - . [} " [T =0 [ O0fO| O] O b !
TEE e e TS e I8 S8 ST
~ Kieutd - q .s%\mﬁz =M rofr mmwou§[= = D TOAVEI0Yd
[e@Io9pexal = H SpiemaN = X SNIVINOD OQ'1g - . : .
18320 = O . eydiy = v T W0 a1 3114
‘3aq E:_umm =d 7 ouerg = o
-~ T o~
L uNadT H?mcm : - VI _‘ TL6T ‘g AW A1V AINPOR 3W93IU0Y . :ILLIL
. ndIng 1nsay S100g [T FTIVINVA R - o omme e g
anding .1 puaddy ) =
- ! ° § xTpusddy HIONA'] . ]
) ; A | (] x4 b:&ﬁ.»mmomum\u,ﬁg ) NN
N , .- SWEMdEN| TGON ONIUWO 36, (SRALSAS AHALNGHO “
) Mul &Naﬂ.& T T . e
- . L.
i d .
~ & %

Q

+

Aruitoxt provided by Eic:

E




59~

o

N

_r .

{sa@uoc yatm paTIIy 2q 11 aseayd ayl ul spiom 12yio JIe 103

0l <6 f <8 Th® %L 07 %9 0. % 0% ¢ 0% &%t 0t <S¢ 0c ¢Sr 01 ¢ SNOILIS
m N SN NI PN DS BT DU DR DUPIS PIRTR CI VT -
: - Vi
/n - s
A
. vy . AGAON, AMOOEIVD ¥Od SINNOD. (3,u02) sysAreuy. wall
‘a°1 q4oody
. | aanwtinoo g
DOTC6 06 S8 0% S 0L %9 09 7 0% %% 0% &t 0f ¢¢ 0 ST 0l ¢© mzo:.HmJ
[ETETS U TWE TR TE FTEY RN s DWW BT S S [T P T R T PR T RTTWE FNWTS PUUeR FUw T DUUTN Fwe
2 [ . -
) o, BN, ,%«ZOHBE ¥0d SISATVNV WALI, (TeE0T3d0) STSATEUY WSIT
, ‘ " . ‘a1 Qoody
. , . . : QaNNIINOD OO
0T & 06 C8 U% <7 0/ S 09 55 0% %% 0% &t Of %S¢ O0¢C ST Ol % SNOT1IS
T T TN T T T T TR FO T E FUETY P T S PNy rUuTd FUTEE N PPl SUTEE FTUDY FYUNY SWEE! T

“s3 1135 11q 2uy3 pue ‘s8uefaq aseayd ay3j Yoy o031 sd9110823Ed Byl TIE 2IBOITPUT TTIA 8utags
11q S,paoMm 2SIT} 9yl udYy3 .wmmnsa.vuozuﬂuauiwm uo yojew e ST 219Yy3 JI -~Axo823ed hCmA

1 punoj 3jou piom B I0J S0I2Z Y3iM ul pa113 29 11 Sutais-ayl -sSuolaq piom B YoTUM

(3,u02) IXdL padONpayY

031 sa@1a10823eD 3soya 11e Surjed1put 1x37 ul piom yosea 103 wcﬂuuw 91q) 3IX3L padmp . i *d°I qyoday
- , QINNIINOD O A
T %6 08 S8 08 L 0L 9 09 G5 05 %% 0% of O0f ¢ 0C &1 01 G. |SNOILISOJ]
TR FUE TETTT ST SUTES PUNES NN Saas w N T DU O T BUREE PR FUTTE PEWrE PN TS SWe-u e -
. IVIRI04
’ e 2| 2 —3 < .
4 m 3 ) .
- - 3| =
« o T |~ T -
. g 0 o] -
- O " | X~ — .
. So|T el T ~ ewey K1euoiiuig {{e4o13d0) 3X9 % poonpoy
w ..n.. , - Q"1 qUODAY
.. 2 .
) . =% , , :
Azeurg = §  CwoN/Pudlv - U9 102y quooTd squoom[ ] ATHVEI0Hd
[BWIIIPEXIN = W S 2domAN = 3avil  SNIVINOD DO .
[raro = 07 eudy = v , | :Y0IOvd ONINDOTA i : 10d 100 ‘a1 T4
*200 ped = d METY =V ] ZA0AVE vy =" " i} _
TM . TuN3D3T LVWHOA . “ P XYW L6l ‘g AP 1ilvd 3INPOR 3IUd3U0) $ILIL
.o ~ ° ] 3gvivva ﬁﬂllv e - e s =
: HIONTT . o o
| ¢ andang, O a7%14! ARRECS IS TARE NV B B
‘ = ~f .. SiiISX NILADWOD
! SHNAVI A0 ONIQEONEY - VilS ¢ =
- : - T,
. 0 Adr g : - .
N @ 3 N
. , .

Q

Y

Aruitoxt provided by Eic:

EE




- i o sln.»n\ ~ ,\ £l
TR S Ol % 3 T Ton . v ~ :
oL e ot O e T o T or T Tewotaso]
: ) ; ] Ve -
’ . "'l qIo0IY
A . . QANNIINOD [J i
UOT S6-066 S8 08 SZ 0L %9 09 % 05 %% 0% G€ ©Of oC 07 31 OoT ¢

IS FU DU STUTE PETEY FUTEE PPTTY TS Y PURYY FETYE SUT T R T

1,

N P TTTA R TTRE TN N YT ST T

SNOILI mﬁ

"'l @ooTd

60

; . . . QINNIINOD [
00T %6 06 <8 08 ¢Z 0O ¢S99 09 %% 0% &% O% St O %S¢ 07 ST 0T % mzoubmﬂ
_..:_..:...L._...._...L.t._C......__..‘..—,.;:._..t_...._..:__r..._...._...L...._.pL_...._.r:
. T ", . *a’1 q¥ooHd
. . . Lo , | canmiimes g
v ST 0L 5909 .55 .05 TW
w:m.m.:o.mr:mm:.@m::_.:@_.::::_. AT S T T A L A mzow%mm -
s wAM093IVO SIHL 404 INNOD ON, 30 : : .
. +INN0D KMODAIVD,, JDAVN, XMODRIVD, , (3,965) 818 ATFGv T3]
] . : . g "Q°1 qUooIY
—Aaeurd =@ raaNgeudly = YT 5000 quoou saaoom[ ] DYANRYYO04d
[FWIIPEXSH = H J11oWnN = N IdVL SNIVINOD 3D014 .
12330 = 0 eydly = v : * '4OIDVA SNIMOTA 1010 :a1 T114
‘98Q paxded = 4 querg =g/ 3 *LACAYT] Qyv) === T .
“aNTDTT LVKHOA : T NIW : . ‘
v o ¥ XV 7061 ‘g ReW  :3lva 3INPOR JUS3IVO) IULIL
i = D NJECH§> R e r—— = [”Hﬂ,
¢ nding o HLONT'T : :
' _ O] aax1s ) INOAYT (MOOTH/IT1d
: SYEVIGY 100K ONI1Q¥ODIY SWALSAS ¥ILNDHOD
.0 a3eyg N - - - e

«

Q

Aruitoxt provided by Eic:

E




,
¥ y -
~ - {

Working Paper 3

. \
DESIGN DOCUMENT: KWIC MODULE--L.A.P. VE%SION I (TN 5-72-37)
Ann Porch ) = . .
\ . .
This document is one of a series of programming design specifi- \

\ catipons for modules of the Language Analysis Package (L.A.P.). It

is related to section 6.2.0 of the Version I system design document.l :

Program Objectives

©

The function of the KWIC Module will be to produce keyword-in-
context (concordance) listings from the input text. Such listings

will contain location information which will be broken down into four

. main categoriés: level 1 (ex. Docuﬁent,IB>,.}evel 2 (ex. page), ‘ 9
level 3 (ex. Qaragraph), and level 4 (ex. line). TheIKWIC Module
Vill usually be r@n in canjunction with the List Séarch Module and
inclusion or exclusion dictionaries\\ It may also run in conjunction
with the Sensitive Module with user defined limitations on the portions

of the;inpdt.data to be presented. — ,/

Constraints and Limitations , ‘>
| : :
There will be no constraints or limitations for input data for

the KWIC Module, other than those described in design .specifications

0

for the Scan Module.2 ' ’

4

lgee ™ 5-72-06, “Language Analysis Package (L.A.P.) Version I
‘ System Design." §

2gee TN 5-72-27, 'Design Document: Scan Module--L.,A,P. Version I."

‘ - 65 S

y "
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Options and Defaults ‘ v \

[ ¢

Options and defaults for the KWIC Moduletwiii~be as follows:

- Length of before context. The length of context will be
" )
specified in number of characters. (Default = 48)

- Length of keyword (Default = 1)

y -

- Length of after context. The length of context will be

specified in number of characters. (Default = 48)
- Form for idéntifying location information within the iﬁput 
. o : ' I8

text. (Defau1t=@TXT for level 1;@PG for level 2; @SEC for level 3;

4

-

and a computer generated count of input records (lines) for level 4)

. . -

ascending otder) . N ‘ o
" .

- Oufput format.  There will be ,two choices: A.):one‘line,a

i N
keyword centered, and, B.) two line, keyword right justhied on
l‘. .

' ) \\\
line 1. (Default = one line, keyword centered)

»
A 0

L ) ~

Data File Specifications
. . . ' ‘_ f
. Input
§

Data will be input to the Scam Module and will be ¢onsidered as

'

a stream of characters. No notice will be taken of record boundaries.

Data which has been prepared utilizing other conventions can be
handled by use of the TRANSLATE Module. "The SCAN Module will be used
in cohjunction with the KWIC Module. It will break the text into .

-words and check for special characters needed. by sub-routines

(4

. handling location information, etc. -Parameters passed from SCAN to

L%
1

L

= Sort field and Q;dering (Default =ikeyword, 1ocaﬁion‘in .

2
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\

(KwiC will be teéxt array idéntification; and the beginning and end \

!

point of the word.

4

Output % /

T Output data will/fall into one of two user specified formats. -

83

An example of each i shown in Appendix A. Output may be obtained
W : Y u

© on the"high.sbeed printer, punched cards, or magnetic tape.

w

"Significant Algorithms
ol N ]

L & ’ i .
There are three significant algorithms connected with the KWIC. .
- . , . ¢ IR

"a . - 0'4

[

. Module. . They are:

.
¢ &

. -~ The Three Record, Circular Read Algorithm (described more

o
QVI

‘fully in "Design Document: Scan Module - L.A.P. Version I'")

%

- The Contexting Algorithm

- The Location Information Algorithm

~

Three Record, Circular Read Algorithm. To find the context,
the specified length of the before context will be subtracted from

the pointer value for the beginning of the word. The result will be

1 ' : g

stored in a variable indicating the beginning point for the context.
Td find the remaining portion of the,context, the after context

length will be added to the pointer value for the end of the word.

The <esult will be stored in a variable indicating the eﬁdihg/point- o

for the context. ;

A test will be made to determine if special action needs to be

s a

taken because values\?f either 6f the variables indicating'ﬁeginning‘
point and ending point for the context fall ouE;ide thJ’bounds of

the array. If so, special action will be taken, as described later
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below. If both variable values fall within the bounds of the array,
' ’ . N ' L 1]
the context may b? output directly from the array itself to a file

o

for 1ater.sorting{ A standard, implied-Do typé'print statement nay

L

be used. '

If the value of the variable indicating the beginnipg point'of
the context is negative, special handling ié required. The négative%
4/ /éalue will bewadded to the upper bo;nd of the array and the regulgi ey |
// . /: s;ored in the begiﬁicontext barigble.w When the context #s ouﬁput.to :
j /// the file'fén 1afeg §brting, thé ;rfht st;tement will hévebtwo“parts;p : \

First the array values from the value of begin~context variable to *

the end of the array will be output. Then the array values from

[
oy

position 1 of the array to the value of the end-context variéble will
be printed. ‘ = : J

7 - ~ . - ~
+ If the value of the variable indicating the ending point. of the

context is gfeater than the upper bound of the array, special handling .

. . .

is also required. A The array's upper Houhdqvalue-will be subtr;cﬁed

o ) LN '
from the value of the end-contéxt' variable and the' result stored in the
i - 4 '

end context variable. Again, when the context is output to the file ™\

" -for later sorting, the print statement will have two paﬁi:;\\f:;;ffprea
first the array values from the value of the bégin-éi;:;xt variable to

the end of the arrdy will be output. Then the array values from positioﬁ

1 of the array to the value of the end-context variable w§y1 be printed.

The,Locatioﬁ Information Algorithm. Variables will be set up for

. each of the following four levels of location information:

.. 68 ' o
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Level 1 (ex. document ID) .

.

-

Level 2 (ex. page) \

Level 3. (ex. paragraph)

Level 4 (ex. line)

The user will specify a flag character (which must not be the

-

same as any of the characters he has specified as valid word builders)
\ .

and up to four following charagters to indicate the function he-is

all location

indicatihg. For example, the user may 8pec1fy t!

information will be flagged with an '@';l He may

-

pages with Y

"4pG" and Paragraphs "dPAR".

) ,' The SCAN Module¢w111 pass to the Location subroutlne the infor-

-

matLon that 1t has found a spec1a1 character. The Location subroutine

‘. .

will then check to 5ee if the special character found matched those

’ . whiéh the“user has specified as meaningful for the KWIC Module. ' If -

v
Hy
“

« SO, pec131 actxon w111 be taken. variables will be set up for values

for each level. Level 1:0ex. document ID) identifieys will con51s!:

a

ki3
supplied from the in .stream.

of three alphanumeric chara te

(Default - TXT) All other.v‘riabf ill be counters. Counts for

will be dependent on Level 1, and will be restarted

P

Level 2 indicaco

is found. Likewise, counts for

. & ‘ '
level 3 and 4 indicators will be dependent on level 2, and be restarted

. . : &
For output, the cpfifentg of the féur level variables will be




. . b . . i
output format option cliogen by the user. /

Significant Variables \

There are four significant Yériables in

-Three Record Array .

“

-Pointers to word beginning and end -
-Pointers to context beginning and end ‘ v
. -Four variables for the levels of location infbrmation -

< h

Error and other Messages ¢

The following messages are printed out by the KWIC Module:

- "End of Job" if the run terminates normally when there are

no further texts.to be processed.

'

Calléd by and/or Calls

¥

-

The kwIC Module is called only by t%e Control Modwle,
The KWIC Module may call the following other modules:

: - List\ Search (5.1;0).ﬂo.ptio&1_, ’
- Sensitive:(S.Z:O) optional

- Sort (4.5.0) always, called

/!

Ay

the KWIC Module. They arel
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OVERVIEW OF IDCMS DESIGN OBJECTIVES.(IN“§=72-50) ' =
. . . . 9
Frank {¥Flitzky ' §4¢ SN

The Instructional Development Control and Monitoring System ( IDCMS)

§

9
1

is a powerful and flexible tool that permité researchers lo "random

access' audio and/or vidéo iﬁstructionhl ségments for édrboées of ex-

pvrimehtally assessing and intensively analyziﬁg the elemeﬁts of these

Sugmeﬁts. IDCMS conpributeswboth to the technolbgy of fhstructional

rescarch and to the develepmhgt qf specific instructiohal programs. This
. .

docuimert describes the foundatioﬁ upon which tDCﬂ%\i? built &and the ¢

phases in which it will-be develdped. The phases are hecessarily tentative

since technological advancements and special user requirements will

@
N

nndoubtedly modify current developmental plans® ¢

kvolution of system architecture. The hardware foundation for

building SWRL IDCMS capability was configured by AMP

Palo Alto. v

°»

qg\fn Figure 1.
‘ T 3

An important consideration in selecting Version I hardware was that - ’

SWRI. specifications prepared in consultation with ASCI

fhis configuration, termed IDCMS Version I hardware, is sh

it be of modular design to avoid obs%Légfnce and that it permit functioﬁ&iJ f°7~

-t

as well as modular growth of IDCMS. Each increment in capability with

be achieved with configuration hardware, computer software, and terminal

design enhancements to provide the functional characteristics necessary.

for a range of educational R&D applications. B N
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o 7 © PHASE T : ,
w® - ’
Durlng Phase I, SWRL C:mputersCenuer staff W111 develop IDCMS .-
- oﬁerating prceedures and skills necessdty to work with IDCMS hardware ) ‘
and software componente. A limited but powerful set of functions w111 LT
be,made available to Laboretory reseprcgers‘eo.that moderately complex
dxperiments can be run. Phase [ operations will generally include:
L. Presentation of audio and visual stimuli to a use{’accordihg . )
L;,To preprogrammed inst'ructions stored in a digital system ’
controller. : 'z\ ' | . P ’
2. Mixing of video tape and character generator-inﬁqrmation for
presentation on portable ivhmbnit;rs at uSet termidhls. .
3. ‘Pﬁéeyhtation of pictorial and alphahumetlc visual information,
in color or black and white, on the TV monitors. , ‘ ) .
4. Control qf the rate of information presentatior by terminal
* operators . ! - h
ib. Synchronlzatlon of visual and auraL//::;entation sequences.

6. Immedlate access to all analog information stored in the system's
! ' master storage components by all terminal users.

L. '7. Recording of user.responses entered via ggportable keyboard

s

for off-line analysis.

&

The basié\iizponents of IDCMS, as depicted in Figure 1, consist<of
a system control

, an audio subsystem, a video subsystem, and terminal

stations. * The subsystems are briefly described below

SYSTEM CONTROLLER
The system Lonffgller is a NOVA 1200 Mini-computer, a general
purpose digital computer processor manufactured by Data General Co¥poration.

Its prlmary functlon in IDCMS is that of system controller of all DCMS

w4
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.audio/video program is entgred by$bressing the required program i%entf

. . ‘ P .o
elements. Each user termidal is interfaced to the controller, and the ~

command and contfol'linkggc between the keyboard and all other IDCMS

N A} . . .
elements is throwgh the controller. -Linkage is established by either

’ S

preprogrammed instructiugﬁ stored in the.audio buffer in digital code

"

Y

» h
form, or by operator commands. For example, a request for a particular

}
*

3

ification numbers on the requestor's keyboard. [his aetion transfers the

request to the controller, which initiates duplication of the prqgram

' h

“ , . . Lo
.at the user terminal. Aftcer transfer, the dser keyboard is placad in

a control mode to provide compléte control of the audio buffer a Eiéned

Y .

k4

to that keyboard. Each device in IDCMS %as a }ontrQJ interface to the

controller for status sensing and control functions. The control

-

- . .
interface servés as the digital multiplexer for the controller input/
. ‘ . N

output bus.- The controller ,stores digital data on a digital magneticv

rd

tape drive andmon a 2.5 million character digital 4disk memory. Special

- . ¥

control interface units are provided to permit data transfer between
these units and the controller. I[n addition, an interface to an
alphanumeric character generator allows textual inputs to be super-

imposed upon vided displays. .

AUDIO SUBSYSTEM -

aA term?nal user can select any one éf t he érograms at any time,
and be givén near-instant access to the complete program, regardléss of
the number\of other usefé already using the pFogram. This en%bles each

user to have complete control over his copv of the .program.’

N .. %5
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N Operation of the audlo subsystem is based upon AMPFX‘kigh-spegk
. % .

—

magnetic~tape~dupllcatﬁbn processes. Each termlnal has a? 1n71vidua1

i
|¢<

;uéio buffer control. ’Upon request of an audio prgmfam t&?ou h the
keyboard, the controller interprets the request so that the 7e1ectq§
audio program is duplicated at high speéd fro? a selected t;%ck}oq a "
master audio reproducer onto’the“usér'é buffer. There fter; this céB?\\
may be manipulated agd controlled by the user into stop, sﬁart, rewind, !
fast-rewind, and fast forward opera&ﬁbns. Duplicatio spa;d of the
" program is 150 inchés éer éecond. {ébe reels ca% hold up. to 25 minutes
wf pqograﬁ play time. It willibé possible to store a'qﬁximum of 96 | &

‘ .-
programs at fny one time during Phase I operation. o ‘

Audio-Video” SynchroniZation

.Audio=-video s?nchronization is accomplished by'digital control

codes imbedded in the audio programming; on piay, the codes signal

¢ ’

the controller to select and present the correspondiﬁg video -frames.
/!
= ' { .
In Phase I the coded address will automatically synchronize the
. e

. audio tape with the video images regardless of user manipulation of
. . . P / .

4 ‘o . R ;e R
the program. Since these are absolute digital codes, a user may rewind

- ‘ ’,/ ‘\
or advance his program and still maintain audio and video synchronizatidn.

Each program will be able to access a maximum of 128 pictures, which will

-

be called-in sequentially as theg audio is p;esented.

a

.Audio Tape Preparation

.

-

Programming control codes has been made simple and convedienp for
Ed . .

the developer of instructional materials through the use of the Mastering

B
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and Loading Center equipment. A‘bortablc AMPEX Model AG500 tape recorder .

.

is-used to record experimenter-developed andio inputs onto 2-track source

the original audio recording is played back, the operator enters

i -

tapes. As

a code and advances to the next code. The codes are released by the

controller as a series of omodulated 55 hz bursts which represent a binary

5

digital code. The 55 hz gigwmal is recorded on the second track of the
v : .’

source tape. The source tape 4s then placed on-line and jts codes. are
merged as a subcarrier with the audio informatioh onto one of the

eight tracks on a Master reproducer tape. The audio tape and video

inputs may then be previewed at the Mastering and Loading Center on TV

monitors. When a 55 hz signalwf§/gi;ountered during the play, the

controller senses an interrupt and presents the next picture.

»
e

VIDEO SVBSYSTEM.

video access 1s Q&fed upon storage of hundreds of individ&£¥Ly
recorded video frames or images on fhe surface of a magnetic disk in the
VM-100 video‘mastvr disk unit. Upon co@mand, a mdvable head 'selects
the requoétcd image from the mastér.disk unit and the image is played

back and’duplicatcd on a fixed head buffeging disk (video buffer

&

disk unit) and reproduced on the student monitor as long as desired.

Integrated multi-media system capability is available in that the

same monitors may be used for alphanumeric presentations, live camera,

X

cable TV, broadcast material, and video tape presenhation.'

Program material is.added to the master video storage disk using

a video camera ahd a character generator... The master.video disk has an

3
< )
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o .
. -

-
.

1’800‘V1390 frame capacﬁty. Forty frames are qsed.for teét signals and
indexing, ané 1,760 are uded for instructional progfamﬁing.y The

éharacter generator, manufactured by Telemation Corporation, can cquine ) \
JwitH videolinputs to form a composite of alphanumeric and pictorial \
fr;mes that can be transmitted to the station’s Video buffer a?d theﬁ

to the user TV monitor.

Video System Operation

The programs developed by the experimenter can be audio, video,
or a combinafion of both. Video-only programs are requested by
the user in the manner similar, to the rquest for .audio/video programs.

Pictures within the video program are available to the learner in sequence o H

by pressing the '"PIX Advance" or '""PIX ReVerse" buttdns.’ Each time a

selected "PIX" button is depressed, the picture sequences are advanced.

or reversed by one frame. By continuougly stepping throégh the video

I8

. -
disk using the "PIX Advance', the impression of slow motion may be

obtained. B k - .y

STATION CONFIGURATION ' .

Fach of the Learning Lab carrels in Version I'consists of an

» .

audio/video terminal with a responder kéxboagg. The terminal's video .
. \ r
* i -
~ - component is designed around the SONY 12-inch Trinitron celor tele- Y

vision receiver; the audio component is from the random access program
material, routed tg_a head phone set at the unit. To communicate with
the system, each terminal has a portable l2-button acgess, control, and

response keyboard. The keyboard resembles a touchtone nslepboné panel

ERIC | " - 78 | .
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\
exceptigaat, in addition to numerals; video and audio control functions

are also identified (see Figure 2). y

EXPERIMENT CONTROL

In an experiment with in;tructional segments (}.e., pretest, training,
posttest, evaluation) where the segments to be administered require a

'
decision, the experimenter will key in the idgntification of the next
.segmént to be duplicated to his audio buffer.. Segments will be played
through to completion and the experfhenter will con;rol loops, skips,

 and¥Extended alternative paths (see TN 1-72-01 for definitions).

' 7 | . " PHASE 11
Phase II general design goals are:

1. To provide random access video selection from any disk location.

¢

i o Thi&gﬁill minimize the requirement to store duplicate copies
for =2 program using a picture more than once. .
¥

iy

2. To make available multi-program storage on audio master tape.

Depending on the average length of an instructional segment,

the audio master stdfage capacity will be significantly

J

increased.

3. To develop an Experimental Control Language (ECL) to allow
P
lesson developers to manage their programs more efficiently.,

ECL-will be translated into Experiment Control Codes (ECC) .

by a batch mode computer tramslator program. These codes

will reside in core memory and operate in synchronization with

%
their audio program.
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PLAY | [REC | | [REV
1 2 3
F.FD] | [STOR | [F.RV
4 5 6
PIX{ | [CALY | [ PIX
7 8 9
CLR TRAN
& 0 #

’ FIGURE 2
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. .

4. . To expand the experiment control functions through newly defined

s

EC codes. .Thisiis_to include variable pacing, audio buffer
control, etc.
l . . : s ‘ :
5. To permit utilization of full alphanumeric keyboards at user
’ , stations.
6. To.provide an automatic segment sequence control. This feature

| . : o,
will allow the lesson developer to place an experimept control

’ \ codg in his instructional segment (or following it) to ini;iate

: _ . - . .
the transfer of the next instructional segment to the user

SR e b

O -

buffer automatically. This will éhtbma;e interlesson branching
and significantly reduce the overail lesson th;oughput,time.
The elimination’of the .requirement to manually key-in succeeding

segments will also reduce -keyboard input errarg.
- T e .
Even though most of the above items .are computer software ratlier

than hardware functions, another 8K core module must be added to the NOVA

1200 to permit programming of the functions.

Lo

PHASE TIII

-

> ~.. . Oﬂ t .,
By Phase III it is expected that Lab #esearchers will have had the

»

necessary hands-on experience to contribute suggestions for making IDCMS

-

easier to use and more apprdbriate to their needs: Toward this end;

the following design objectives are planned:

1. The experimenter will be provided with an on-line interactive

capability to permit him to manage his instructional sequences'

S




-

2

3.

Phase III enhancements to IDEMS capability will jnvolve a combin=-

. . . .
ation of hardware modification, additional core memory, and skillful .

t'81‘ 4 ' m“

‘eﬁen though others aré Esiné the hardware. Included will be- an
o @ . '

-

‘interactive program management:capability which will allow
Ve, _
. , D
him to: . : .

'
]

. - AN N
a. enter a new ECL source program

b. edit programs to resequence the EC instruction set

c. save or delete program files éﬂ _ N

d. execute programs ' o )

Any combination of these operationQ can be performed at any

. R o . /‘
station even though users at other stations may be performing

other operations. In many respects IDGMS will resemble a o

mini-timesharing system, except that computer program develop-

ment and system utility operations will need to be* separately
- . 5

scheduled. . . . -

The implementation of '""arithmetic operators' will provide a

pappiéulérly pqyerfuf tool for the experiment desiémer.- 239¢\-
operators will provide loop coynt coqtrol? student paﬁ% tracing ¢
throQgh a}prqgram, gréup path tracing, counter based automatic
call-in.of new program segments (éomputerized dectsion-making), .
‘aqd'so forth. L 4 ' .

\ -

- . » L
Intra-aud?o buffer.biéﬁzﬁiﬂg will be expfé:Zd dpring/thi§“phase.
: o st )
The development. of this capability will allow the computer to L
v N )
control audio buffer fast forward, reverse, etc. in a measured

way. 0 ‘ Vo | ) o .

P

A

computer programming. . '

[ERJ!:" - R
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. , , ot PHASE 1V

; ) ’
The NOVA 1200 controller lacks the ability to perform complex on-

N
line, real-tj
insgfficienttka

1

'iyses'of user reéponse data primarily-because it his

city to accomplish analyses and sy temgontrol simul: .

Tochcomplis\ is, an oN-line interface with either a large time-shared,
. ) | .

'111/FE developed. This will allow tie raw

r

data of an exper ansmitted Qia‘¢e1ephone lines o the

P S

larger computer for qgailed anal¥ysis. Once the data are processed, the
3 . T o — ) - _ <
" reéports generatgd,ﬂgg@‘the data bases are updated, the results will be
(2 . e .

transmitted bacﬁ"to the NOVA to be pfinted or ysed’as criteria for .

. T o
computerized dechksion making. -«
\ N . ) v

oo P ' [
W . ADDITIONAL IDCMS POTENTIAL N

: ' 5 i A"
A pofentially exciting aspect: of 'the IDCMS developmentai effort
. \ , \

" is in the area of input/output devices to broaden the range of response

and feedback mechanisms. In TN 1-72-02, Follettie delcribes & variety
: N :

M '

>

- .
- " - )

2w

of educatiorally useful response gateéop}eséthat can present a high order ,

of flexibility for reseafﬁhers. The use of speech comparators and

K

analyzers, for example, are devices that offer great promise in the '(:’0
field of voiéa.input/output. Tiﬁs to the Language Analysis Package and X
o~ Y v
) B s T - ' e
Music Analysis Package being developed at SWRL, computérized speech and
. . ,

. music response evaluation may be investigated. ‘ S e
e ’ » "- N

-
“n

¢




ERIC

[Aruitoxt provided by exic i
-

«83=-

* N . N

_The conaept.of IDCMS is unique. Its development will be affected

by LaboratOfy priorities and by technologicél}advancements internal and

o

- . o
external to SWRL. Full exploitation .of IDCMS potential wikll require

both resourcé;ul computer system developers and imaginative and

purposeful users.
)

“

»
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Working Paper 5

PROGRAMMING SPECIFICATIONS FOR IDCMS, PHASE I (TN 2-73-10)

-

James M. Moloney ' .

<

This document presents specifications for programs to be imple-

mented for Phase I of IDCMS. The programs are categorized under the

fnllowingéfour headings:

|3 r
1. Systems Programs //w
11. User Programs ;w/ , “
111. Utility Programs
‘ —N
LV, Dl&gﬂObth Programs N

.

Systems programs are embelllshments of the Data General Disk
Opd ting‘System (DOS) architecture. They handle task priorities,

estapli'sh job queuesh,handle interrupts and ‘other,system management

-

tunctions.

User progrdms are designed to perform a.specific task for the

tvpical user. - They may provide him with certain kinds of information

“

processing and/or an expanded capability. o

U'tility programs prov1de a generalized data proce551ng function.

>
s

{hies tucilitate daysto-day computer operation. They are not part of
Prd .

1e DOS architecture and, hence, do net require a system ‘generation

their implementation. ’ ’

> .

‘Dlagnostlc programs serve two ﬁunctlons. One funiction is fo

o

that will(iead to an identification of the cause of the trouble.

-
[ N +

The ‘second genction is to provide statistics on different aspects of

B ,
. 85
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system performance that indicate those parts of the system architectyre
‘ o 0
in need of improvement. . o

® 5

¥

This document is intended to deszribe,the necessary software
e

modification for Phase I of IDCMS; TN 5-72-50 is a minimal pre-

requisite for understanding these modificatiopé. o
o v .
[. Systems Programs : . \\\

1. Delete "delayed" state code \\
'2. Constant time base

3. Keyboard software
II. User Programs
1. Response recording

2. Report generation
3. Character generator software /

ITI. .Utility Program

1. Copy/Compare Filest

Iv, Diagnoétic Programs
#

1. System monito

2. System log

I. System Programs /
/
1. The Ampex’supplied software contains code intended for

L]

their Pyramid system. Some. of ‘this-code is not necessary

for IDCMS operation. It includes the "delayed" state cod

°

‘and routines which are functional duplicates of routines

-

0S (exg., logical OR, ring buffering, etc.). Unneces-

Q®,.D
N\ i
b

A {JF.of this type will be deleted before incorporating

Ny | | ‘
2. Several fbutk&:i\presently measur€ time using time bases,
. A\ -

. O

Such multiple

-

rangling from . \gec to .00l sec increments.
& W .f

L g

- W]




-87-

bases are justified for Ampex PYRAMID‘s;stems configured

differently from IDCMS. In addition, it is necéssary that all
IDCMS'rOUtines operate on one fixed time base becaus; fespénse
latency measurement will be required, thus, all IDCMS routines

will be modified to run on a time base of .00l second.

Under current IDCMS éoftware, the*12-button keyboard (see
figure l)*]ay only be used to call up instruc;ional segmehts
and to i;}ﬁﬁate‘centrol funetions. In Phase I, hpWever, it
will be ne;essaryathat the keys sometimes represent nume;icai

responses rather than control functions. Thus, to the user,

. the system will appeat to be #n one of the three following

modes of operation: (1) executive mode during which an
instructional segment may be.initialized and run; (2) function

mode during which the keys provide control functions; and (3)
PR

response mode du{ing which the keys reﬁfesent numerical

’

o4




#.

PLAY - Play audio tape.

REC - If in "function"” mode and tape is playing or stopped,
change to "response" mode. The keyboard light will
be illuminated when in 'response' mode.

REV - Reverse audio tape at low speed..
F.FD -"Fast forward for audio tape.
STOP - Stop audic’ tape. - . “

F.RV - Bast reverse for audio tape.
1 N v

PIX+y - IF AUDIO TAPE IS STOPPED, causes previous picture in
sequence to be displayed. Otherwise, it will stop
tape and then change picture.

r
CALL - Causes the console teletype in the Computation Centér
" to ring its bell and to print.the student station
number. CALL has no control function.

PIX*+ - IF AUDIO TAPE IS STOPPED, causes next picture in
~ sequence to be displayed. Otherwise, it will stop
© tape and then change pictyre.

'CLR - If in "function" mode, nonfunctional.
If in "responseé' mode, change to "control" mode.

- No control function. . -
i}

TRAN - If in "function" mode, terminates sessjon. If in
& "response' mode, acts as a robot. '

L

Egsponses. The following paragraphs specify the changes to be
. _ " ‘

made in the keyboard software. .Any key not specifically mentioned

for functgﬁp-mode, retains its original function,

3

&

In‘executive mode, the TRAN key (#) will dlways Bign%;y\that as

J

user is waiting to log onto the system. To log on‘tpe’TRAN will

be followed -by an experimgpt number nnnmn, and CLR. The ex-
N

¢ '

periment number wil% uniquely‘specify onme instructional segment. .

This prdcedure will cause the system to start duplication'.;\the

d




master tape into the station buffer. At the same

time the system

will accept a user number, nnnnn. The user number will cpnsist

of the user's CRC (lst 3 digits) plus two digits which ‘identify

B

the student/user.

This user number will be terminated by a CLR and,

&

has been duplicated, the instructional .segment wi

function mode. At any point in the log on proced

A4 u

when ﬁhe tape
11 hegin in

ure before the

tape has begun playing, the user may start over by pressing TRAN.

Likewise, as soon as the user number is terminate

is effectively in function mode, and- the correspo

[

of any key pressed will be carried out dg soon as
sUpon entry into function mode, the tape\ﬁill be i
The functions of five keys are to be changed for
The REC key will change the mode to response mghe
tape is plzying or stopped. The PIX+ and PIXt wi
tape if it is moving and then changqéghe'video fr

4

(PIX+) or forward (PIXt). The CLR key will have

d, the system

nding function
=

possible;
N

n the STOP state.

function pode.
] |
if the audio (

11 'stop the
ame backwarﬁ

“runctiod
no functio

and the TRAN key will return the yser\to executive mode and o

a log,on will be expected by ‘the IDCMS Qitor.

‘In regponse mode, all keys except CLR are t
as responses.‘ The CLR key will change tha\éo

mode. {The TRAN key_will_be used as a single ch

N

For example, if 1234##56 is typed, then the 3 ang

"

Y

be considered “
to fumction . &
@

acter rub-out.

,are con- .,

/

sidered to be rubbed out'fnd the response is taken te be 1256;>

" "
- .
3
. an
«
. ) w

K )
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' « I Note that in this mode the TRAN key will not return the user
i & -~ ¢ “ ,
to executive mode. ' ‘ ’

-

]

’I1.. User Programs

+

- There are three user programs to be specified for Phase I. First,

Q

.a data recording- capability will be added. The second program, a re-
'nort generation program written in Fortran, will provide the user with
A complete subject protocol for any subject run on IDCMS. The third .

o program will provide the initial software for an expanded character

o

~- generator capability 'in the later phases.

1.. The generai data recdrding procedure will be assfollowe. R
l£ath unit~of‘date will consist of sfour sixteen—bit gmrds.‘ \
" At certhin specified timﬁi.which will be precisely defined

below, a data record wild be written into a buffer in core.

R .

Whenafull, the contents'd;'the buffer will be transferred to
. . . l“‘ : ! ”
the disk and finally to-‘a seven-track magnetic tape.

¢

The data record will the the followingfformat: ,

. . o, . /‘X~ . A 3
. 28 bits 8 bits 8 bies 16 bits
) ' STA - TIME BECORD | DATA | °DaTE K
NO. : Y, TYPE, ’ )
: — 1 S N
: s ) The station. number (STA NO. ) is a four-bit binary nuvé

o . . . V)
. /

. ‘between one and -six. It will-serve to identify the recorﬂ for o

- later’processing. % ' . . oo K
+ ’ . a . ‘ e

e e The time is\a 28-bit byte-gpntaiping the elapsed time

Rty . .

’ A . . A - . . ) ' 5 .

C, . deasd ed frem ?idpight4each dé}k - )

v v . o
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‘The record type is an 8-bit binary number which identifies

the type data that the record contains. -There are presently
. Ve

only the following five record types defined: . &
16 - Picture code
17 - Time of display
32 - Keyboard stroke . -
33 - Header infbrmation , <

48 =System message _‘,_,// .

Muitiples of 16 were chosen for the priﬁery record type iden-

2

tifiers to.allow for two levels of associative information for

*Tuturg qlaseificatiOn and analysis. ° For example,”the 8-bit

binary code for a picture code.is 0001 00002. A record

.

will be written using this .code each time a picture code is : ~

. A ‘ ‘ /
encounteredz It is also useful and interesting tb know when

the picture was actually displayed on the screen since there
is a delay between encountering the pictdre code and displaylng
. the picture, The time of display (TOD) ;ode is defined as
- v
‘ 0001‘00012 (1710). fhen a TOD record is written gian the

exact time ‘a picture'is displayéd., .
. ; ey

The next 8 bits of the record contain the data. There will
e

be as many data types as there are record types. The data for

a picture\code (16) will be the binary picture number. Since a

TOD code (17) w111 always follow a picture code, the data field

for a TOD may be null The data for keyboard stroke (32) w111 be

L . . .
* an ASCII character representing the key pressed For digits, this

-

@

is etraightfdrward. For the functions, unique encodings mist be

specified. When assigning these codes, the conversioq\to full
~ . N

N




~

i
g

2,

_ tape units. ' ’ , L

alphanumeric keyboards should be kept in mind. The header infor-
mation.(333 will be the same as type 32. The change in record

type is to allow the report generation program to more easily

v S

recognize sign-on information. The data for a s&stem message

L3
~ »

(48) will be the binary message number.

)

The final 16 bits of the feoord will contain the date.. The

date will be a binary number representing the day, month and

e

year. Day zero will be January 1, 1900.

During Phase I, the DOS magnetic tape software will be used.

The DOS User s Manual makes the following statement about 7- track

4

Data recorded on 7-track units is necessarily encoded
This is accomplished in the following manner;.

,d .
Original ‘ . ‘ 2
Datd Word LOI 11213&F51g[ﬂ 8f9l10]11]12[13]14]15 ]
; . ») - .
Encoded x|x|x{x|0]1]12 |3 Ix|{x]klxl4 [5 [6 |7
Data Words x[{x|x]|x]1819]10]11] x| x{x]12f13}14]15
Every data word written on a 7-track unit as two encoded RS
data words. When actually written on the tape the data will
1ook as follows . o . -
K]
> x]x]0 J1 {2 I3 ,
xyxl4 |5 16 |7 :
; xIx|8 ]9 {1011 .
p’ xx§12]13114415 B v ‘ °

“\‘ ) .
The report generation program will accept as input the response

data tape described above. Figure 2 shows each type of record
. A ' 2,

°

/
b

62
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- M
' i ot 1

STA ’ TIME OF DAY 0001 00002 ] BINARY DATE
NOL : : " NO. . :

1 () I

a.) Picture code record . \ ‘ J
. [4
. -s§\ ; v { ‘I
. STA TIME OF DAY 0001 00012 BINARY DATE

NU““‘&_‘ 1 " ‘y ] NO.

o . |

A 1

b.) Time of display record . ' .
‘ ‘ "

. . o . ' 4
STA , TIME_OF DAY % 0010 00002 ASCII DATE
NO. ‘ v : CHAR. "

: | g

c.) Keyboard stroke recorda )

- ‘ \ , \
STa TIME OF DAY 0010 0001p|  ASCIT | ' DATE .

.\'o.j | | B CHAR. | 7 /\.\\

¢.) Header information record

. @
™~ - .
sTA ‘ TIME OF DAY 0011 00002 BINARY DATE
L Yo, |- / , NO. -
| | . i o
e.) System\message record. o .
\ - . : y
, . . " { ’ LY
\ .
a A ®
o \
s \\\\ ) \*« 2 N
© - Figure 2. » A . .
“ . . o \S?/‘ 9 3 . . . ,
v LS 8
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%

SAMPLE FORMAT .

: : . DATE (START TIME) |
EXP:DDDDD USER; DDDDD ’ STA:D. MM/DD/YR HH:MM(1)

************"**\*******************w****

EVENT T IME DATA - LATENCY .

KEY - 3:30:04.713 REC (2)

. PIC 3:30:05.002 )
TOD v 5:30:06.999 (3) , o
KEY 3:30:07.454 3 R ' 2.452 (4)
KEY 3:30:07.678 4 _ : 0.224
KEY 3:30:07.890 5 . 0.212
PIC 3:30:10.225 2 ‘
TOD 3:30:11.019 '
KEY 3:30:14.329 6 : . 4.104
KEY 3:30:14.489 1 * 0.160

Q o R . S
SYS \ 3:33:46.321 M10 (5)
N .\ &

PIC 3:40:34,747 17
TOD 3:40:35.123 o
KEY -~ 3:40:40.333 0 5.586

T SREY 3:40:41.586 CLR (6) ’
KEY 3:40:41.937 E F.FD.
KEY 3:40:41.123 STOP
KEY : 3:40:42.456 PLAY
KEY 5, 3:40:42.678 REC R
PIC 3:40:45. 345 21
TOD .3:40:47.890 . a
KEY 3:40:49.567 8 . 4.222
KEY 3:40:49.999 3 0.432

* % * END OF EXPERIMENT DDDDD * * *
M10: POOR’PICTURE QUALITY S~
N . _, -
& >




‘isolated type 33 recogd with a TRAN in the data field is

“ignored. -

& . .,
N| ~ . ' 4

that the program must handle.” It wiil provide as output a

° /- . . .
report similar in form to Figure 3, except for the parenthesized °

expressions which are used solely for descriptive purposes in

K

this document. | Latency will be comput ed for response mode data

o 9
4
© ¢

only.

.
wt '

The header information (1) is obtained from a string of records
of type 33 (Figure 2,d). The first record will contain a TRAN

in the data field and the start time, date and station number

L

v - LIRS , | .
are obtained from this record. The encountering of a TRAN for

Lt
A}

any station will.always signify a new sign-on and the generation

b

of a new report. The TRAN is followed by a sequence-of type

"33 records conta1n1ng ASCIJ digibs in the data field followed

by a type 33 record with CLR in the data field. The experiment

identification number is the concatenation of the ASCII digits.

,
M .
N .

The CLR‘is followed by another sequence of type 33 records

containing ASCII digits and terminated by another CLR. These
‘ R H g )
digits are the user number. . No further type 33 records will

e

~ be found. **%;’ \ ! o o

In the ev\m?-that a type 33 record Cyaining ‘a TRAN -
% ‘

N
followed*sy the one- or more TRAN recctds, the last Such

\

Y

record is to be used for the header information. A single

¢




The first event on the sampIé”report (2) indicated that the

'sometimes. indicates that afkeygoard response is expected. 1In

-« %

user requested response mode at 4.713 sec after sign-on (adsuming . .
that sign-on was at 3:30). The information was obtained from
[ 4

a type 32 record with the ASCII representation or REC in the
N %

data fie€ld. The time is the value of the time of day field for

® *

this.record. ) . P

The next event (3) shows the time that a picture was actually S ;

" -

displayed. This information'always‘follows a picture code and

i - R 'u v

is contained in a type 33.record. ) KR

The next eveng (4) is the occurrence of a picture code (PIC) at
5.0002 after sign-on (assuming start time is 3:30:0.000). The

information was dbtained from a type'16 record with the picture

number stored in the data field in bingry. A picture code

\

such cases, the above—mentione% type 17 record will be followed

by a sequence of one or _more tﬁpe 32 records‘containing ASCII
) A o » e
digits in their data field. These records provide the informa-

tion for printing the three 1i4es‘following'(4). The latency to’

first response (in msec) is obtained oﬁdsubtracting the time o ) ,

I
of the start:of the immediately preceding TOD. = The 1atency to

»*

each additional keystroke is computed by subtracting fhe time

s

of the keystroke from the time of its immediate predecessor. o "
If .a type 17 record is followed by anything but a type;32 with

ASCII digits in. fts data-field, then only the event, time and

data information must be printed (6).. /

- E)(S L -

. " -
¥ . . .
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PICTURE DISPLAY TIME REPORT DATE
EXPER , PIC C AVE DISP,
) NO - CODE TIME
4
1 1 447
1 2 798 .
1 3 1096
1 4 582
— ,"-
- 1 17 693
2 1 7 891
92 121 924

OVERALL MEAN DISPLAY TIME = 777 millisec.

Figure 4.
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Occasionally, type 48 records will be encountered. These will
L4 \

give rise to entries such as (5) in figure 3. The error

A

message will be decoded at the bottom 'of the page "as shown.

-

It is imperative that the program be written in a highly

modular fashion since it is likely that.new record types may

be//;ded and other report formats may be requested For
example, suppose it is desirable to obtain data on the delay

'
in actually disolaying a picture after a plcture code is en-
countered. A reportfgenerated‘for this purpose, using informa-

'
tion contained in a type 17 (TOD) record, might be of the form

shown in Figure 3. : . ° :

The ASCII codes for the control functions and the special

tharacters will be provided by the' systems programmer. A table

of system messages will also be developed.' & -

The third user program involves designing a disk stored
. a ; ~
"message" file for input to the character generator and

developing the routines necessary to associate the message,

»

with related program video images. In addition, character
. &

generator software will be eXpanded to éilow'inout to the disk

[y

message file from the keyboard. Investigation will continue
on,software "implgmentation of such character generator

functions as centering on the page, snake up, snake down, etc.

)

The disk storage of messages for input to the character

generator should be designed to conserve disk space as much
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as possible. A storage scheme developed by Porch and Ambler
will be outlined here. This scheme is one of many that may

be employed for message storage.

\ -

There wili 5% the following storage components:
(1) A message directory with pointers to the first word of

each successive message stored in the main storage area.

(2) The main storage area contains messages.

(3) Messages are made up of elements followed by a message

N .

terminator.

(4) An elément is a string of ASCII characters or a call

A

to another message.

B

(5) .A call consists of a special function characﬁer followed
by a message numbef.
The following exampie is not intended to specify the exact
internal storage technique,’ but merely to serve as an illus-
tration. Note the small expansion in storage needed to save
inpyt message No.EZ. ‘ : /
_ | .

) !
EXAMPLE |

fnput Message No. 1l: v

THIS MESSAGE SHOWS THE MESSAGE STORAGE METHOD

« .

-

Storage Illustration:

THIS (2) SHOWS (3)
MESSAGE

ThQRXZ) (4) METHOD
STORAGE -

PN S
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Input Message No. 2: ' o
THE MESSAGE STORAGE METHOD SAVES STORAGE SPACE
Additional Storage:

5. (3) SAVES' (4) SPACE

Calls %o messages will allow significant reduction in disk .
storage requirements since each element need only be stored
once, regardless of the number of messages in which it is in-

cluded. It is possible that the ECL source code may be stored

inﬂan,analogous manner for Phase II.

III. Utility Programs .

The programs described iﬁ;this section are of general use to
system operator and programmers ip the daily oberation of the system.
?hey will brovidé several necessary information processing functions.
Although they will seldgg, if ever, be used by the geheral user, they

are not systems programs and will not change the overall system

architecture. : N

The utility'program discu§sed here is a magnetic file copy and/or

compare program. This program will perform three separate functions.
It will be able to move data from one specified file to |another. It
will be able to compare da%a from one specified file with another. .

During the comparison, the program will provide detailed error messages,’
/

if necessary, and then continue until eﬁd.of tape or file. .

)
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\

Iv. Diagnostic P;ograms
The major diagnostic implementation method will be the use of the
conditional assembly feature of ‘the NOVA assembler. By wusing this

facility, it will be possible'to insert debugging code throhghout the

)

system but not assemble this code under normal operating conditions.
The special code may be activated when necess;ry'by a simple one-step
re—assembly.
1. There will be a :ouﬁine to monitor and evaluate system timing
conditions. This routine will use the st;;ting address of the

interrupt service routine as an access point. For each interrupt

(including the clock) a counter appropriate to the interrupting

device is incremented, then control €§7returned to the éystem.
Two types of critical timing infotmation will be made available
from utilization of this routine: (1) How many different types
of interrupts occur per unit time. (2) How critical is the
latency between the interrupt for each device and its handling

T e

response. . .

The first type of inéormation may‘be obtained by monitoring N
system interrupts with the routine for.N seconds. .The'second
type of imnformation may be obtained by causing chces;ively
greater delays before handing process control back to the -

system. When the system stops acknowleﬁging interrupts, the

critical timing latency has been reached for that device.
rS

161




2. A routine will be written to keep 3 simple log of the day's

|

|

¥ /f .-

| events. This log will be keptfas a disk file. Such a routine
L S

" will ﬁ}ovide information on utilization, system load, sequence

o of significant events, etc., when pxgblems occur and, thus,

»

aid in the analysis of these problems.

14

in the Phase I log will be such things as:

Information included

: ) Time: Terminal N is starting lesson M >
c Time: Terminal N is down ' - '
: .Time: System crash
’ ; ‘Time: Magnetic tape write error ,
? etc,

o
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"CONTINGENT INSTRUCTIONAL ADVANCE: IMPLECATIONS FOR IDCMS (TN 1-72-05)

Joseph F: Follettie

bl

n ’
1 : - .

/ Studgnt-system interactive instruction or research requires decisions
to advance S or to loop off the mainline contingent upon some or all of
the information reflected in prior perfermance. The SWRL Instructional
pPevelopment Control and Monitoring System (IDCMS) in time will be
appreciablv used to establish characteristics of effective-efficient
interactive instruction. The design of IDCMS in Version 1 hardware
configuration ndw is appreciably completed. The design was premised on

: a1 general view concerning what the system will be asked to do and cost
considerations. Developing views on how the system in Version 1 form
Jesirably will be used now make entertainable the pr&position that slight
modifications in hardware design may be warranted. Although perhaps a
less imperative matter, parallel comments seem applicable to software to

v be *provided by the contractor. The particular slight modifications in
th% contracted system that may be warranted can only be identified and
evaluated ip consequence of increasing specificity regarding desired
general svspem functions. - Among system functions, the interactive one
-presently invites clgsest scrutiny;. many research fupctions are subsumed
bv the system's interactive function. The scenario to-begpresented
illustrates an ipteractive structure in sufficient detail to permit’

. qualified staff to evaluate the contracted IDCMS configuration against |
.+ functions inherent in the interactive structure. Such an approach is
only as useful. as its illustrative argument is compel%ing. Hence, the
possible executive decisions that system "deficiencies,'" st defined,
invite are: a) Lf costs are acceptable, modify contracted design for
the svstem to achieve illustrative functions. b) Modify the interactive
requirement to correspond to the contracted system. A compromise decision
falling between these alternatives also is possible.

A mainline instructional program is one that S will negotiate to a
program-defined exit if the instructional control decision at each
decision point falling along the mainline is positive (+). That is, if
at each point tested S reveals a criterion level of proficiency for the
program skill(g) (PS) tested, then he will advance along the mainline to
a predetermined succeeding lesson until, at last, he exits through a
terminal decision point for the program. However, whenever his per-
formance warrants a negative (-) instructional control decision, S will
loop off of the mainline. That is, S will loep off of the mainlkine

. wherever a test reveals achievement of less than a criterion level of o
* proficiency for tested program skill(s) . ' '

If a test warrants a negative instructional control decision--that °
. ' is, reveals subcriterion proficiency-—-then two major causes for~this
decision can be discerned: a) prior relevant mainline instruction or &

> ’ the conditions of its administration--e.g., pacing--are ineffective ,
for this particular S or b) prerequisite skills not taught on the ,
: oo ~ - 1063
Q . ) .

Aruitoxt provided by Eic:

ERIC o - | -103- o : |

v




mainline are deficient. &wo sorts of prerequisite skills--distinguished
on the basis of the point in the instructional progresgion wherein their
proficient employment is required--can be discerned: a) entry skills
(ES), whose proficient employment is required during earliest lessons of
the .instructional program and %) enroute prerequisite skills (MS); whose
proficient employment is required at later intermediate points in the
instructional sequence. The*point at which such skills become relevant
would not be particularly important as a basis for distinguishing thke

" two sorts of prerequisite skills if skills of both sorts became relevant

one at a time. However, it tends to be true that several prerequisite
skills beceome relevant at the outset of instruction, whereas prerequisite
skills that become relevant later in instruyction do so one at*a time.,

Illustrative interactive instruction initially will make use of this ¢

difference in temporal concentration of entry ahd enroute prerequisite
skills. However, later remarks will place ES and MS in the same set
(EMS) . : N

A fundamental assumption underlying the structure to be illustrated-

- is that student-system interaction should reference to moderately exten-
'sive instruction under the condition of multiple usership (e.g., 6 Ss)

Some of the problems we will encounter disappear or are considerably
lessened if instructional extent is taken as one-third of what we will
show. When elsewhere we .examine time- pressured retrieval- transmidsion
from stores containing much larger numbers of "entities," such a lessening
of extent will bound the effort. i
Moderately extensive instruction is here normatively defined as
15 30-minute lessons, such' that an S whose rate of acquisition (referenced
to the illustrative instruction) is average will complete the program by
working 25 minutes per day on normative instruction and®supplementing
instruction as needed. Figure @ provides a diagrammatic view of the -
illustrative instruction. Open circles reflect mainline instruction; %
closed circles, the (identified) prerequisite skills. (A foreseeable
outcome of interactive research is that it will invite +H hypotheses
concerning relevance of formerly identifieé¢d prerequisite skills.)

Level 1 lessons of Figure 1 may be interpfeted either as addressing

single program skills without subordinate skills structure or as addressing.

a program skill that is superordinate to a set of subskills. The former
view yields the simplest. possible illustrative program. Since the program
already has been extenélveiy oversimplified, the second interpretation

is used heres , We characterize Lével 1 1es§§?£ of Figure 1 as reflectlng

a program skill™ that integrates twb\subski

previously taught in the
same lesson. -

a

3

R lParticularly where rule 1earning and generalization are required——
as in phonics instruction--Figure 1 dramatically oversimplifies the
situation by failing to reflect buildup of the rule set over lessons.
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" Entry Skills (ES) . - . . ’

.

.

Any instructional program is predicated on one or more entry skills
These skills are Tequired during earliest lessons af the instructional
program. However, they are tayght only if\evaluatibn reveals tha
performs below criterion proficiency level for them. It is 3 _typigal to
class as entry skills only those skills for which it .can be ass ed that
at least half of the entering Ss will be criterion prdficient whien tested .
at the out®g \gf instruyction. Earliest lessons of given instruetion !
typically wilf- equire S to be criterion proficient in several such
skills. Because soaqeny entry skills require evaluatio?ﬁ,l the outset
of igstruction, we asswge that an initial test, consistiﬁ per-
functory subtest for eae\\~ntry skill, will either cléar S for initial i
instruction or will yield om Or more hypotheses to the effect that E k
may be deficient in one or mo -\:ntry skills. Should S be gleared for \
mainline instruction (+ES), tenabl{ty of one or more h¥potheses of form

H:-ES{ still might be established ﬁ;\\\in consequence of diégnostic
characteristics of the evaluation systely,_ Should a hypothesis H:-ES{ be
entertained in consequence of adminisggring\.he4perfunctory entry skills
test, then deficiency in ES; might be further :\Q}uatedzusing a more
extensive test EV;-ES; (see Figure 2). N - :

-

\

‘ LN
We assume that skills analysis referencing to giveh instruction
'should be extended downward no further than one level®below the level ,
of the entry skill. 1In consequence, if H:-ES; is found tepable, then" . 7

one level of formal instruction culminating at the ES; level of a pro-{
ficiency hierarchy can be designed. We denote such instruction IN- -ES; .

Effectiveness of such instruction can be tested using a second versi n
of the test for criterion proficiency in ESi——denoted EV,-ES4. - Sh
this test also reveal tenability of H:-ESj, then one's options would

be either to administer versions of IN- ESi and EV- -ES; as required to i

“"raise S to ESj or to administer informal instruction and conduct in-
formal evaluation culmfnating in the decision +ESj. , We show the second .
of these options in Figure 2. Which option would prove most apt probably
will depend on the particular characteristics of ES; and, in research
setting, of E and of the system that supports student-system interaction.

.
[y

. Where this is allowed, various systep—burgg;ing requirements emerge.
First, the system must store & rather large number of novel rule words
that permit testing for rule mastery in all applicdble intraword positions
and in all applicable word contexts. Second, so many alternate diagnostic
tests can be imagined that on-line composition of tests becomes required,
which may entail complex coding of word items. Were we to admit this,
complication into the illustration, then the lengthy paper that lies
beyond would not be required. The system simply could not handle -
extensive rule learning and generalization within the context of méder-

- ately extensive instruction. . . - !
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Enroute Prerequisite Skills (MS) , ' ‘ -

Enrouteiprerequisite skalls differ from entry skills only with re-
» T T e .

gard to the point in instruction wherein they become germane. Thesg - . ‘
skills-~denoted MS--become prerequisite to instruction at intermediate
points during instruction, rather than Qpring earliest lessons. Typically,
such prerequisite skills will become germané one at a time. That is,
unlike entry skills——Several of which will prove germarie at or very
-nearly at the outset of instruction:-enroute prerequisite skills will
warrant consideration singly.at different points in instruction.. 1In
consequence, it is not necessary to employ. an overall perfunctory test--
EV-MS5--for these skills. Rather, at the point wherein a given such
skill MS, becomes germane, a definitive test EV;-MS; may be administered
(see Figure 3). Again, one's options are a series of versions'of IN-MS;
and EV-MS; which formally instruct and evaluate S until the condition
*MSy is reached or informal imstruction and.evaluation culminating in
+MS; after preliminary formal instruction and evaluation. Again, we
shaw the second option in the flowchart

As with entry skills, categorization of S as +MSi need not be
irrevocable. If later evaluation is made suitably diagnostic¢, then- it

remains possible at some later point in instructiom again to entertain &
H:-MS;.
. »
Program Skills (PS) - o . ‘ e

The instructional design development efforg\essumes that not all
Ss will require administration of instruction addressing ES and MS;
however, it ‘is assumed that,all &s will require administration of every
program skill. 2 .

»

3
T

Figure 4--an oversimplification to be corrected in later remarks--
begins with first instruction for some program skill PS; falling on v
the mainline; this instruction is denoted INi—PSi. The illustration
assumes entertainability of three hypotheses: a) HO:+PSjy, b) H1:-PSy
with causé -MS;, c) Hp:~PS; with cause ineffective IN{-PSy (ineffective-
ness defined on S). In consequence of §' s ‘EV{-PS; performance, we either’
will accept Hy--or, for the benefit of those who do not accept hypotheses,
strongly entertain it--or will entertain Hy or Hp. If Hl or Hp exhaust
the possible causes of -PS;, then 1it is not necessary’ that EV;-PS4
provide-a definitive basis for choosing between H; and Hy (although

M . . . ‘a

2Should empirical effort reveal this as‘nption not to be tenabfe,
then instructional redesign and redevelopment wquld be required consonant.
.with the proposition that all Ss will require administration of every
praogram skill. - : o
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instructional efficiency will be higher if the test is definitive re-
garding cause). Figure & has us evaluate either H; if 1t is rejected,
N then the other H is taken as tenable and prescriptive instruction is
K : administered accordingly. It Hy is found tenable, then one alternative
' ' o is to treat P${ in greater instructional depth (or to elaborate on fit,
to use alternate exemplars, to make its logic more explicit, etc.) An
vxtvnded‘series——INz—PSi + EV,-PSy through IN, -P5; + EVn—Psi——might then
be devised to take instruction to whatever level of elaboration experience
proves useful. Alternatively, at some point early in such a series,
one ‘might switch over to informal instruction and evaluation. While
Pigure 4 terminates the prescriptive series that is consonant with
« accepting Hy on formal instruction and evaluation, it often will be true
that ar acquisition problem can only finally be overcome in consequence
ot informal 1ntjrv9ntion by E. Such an exit from prescriptive instruction
is uncritical here because rit will not be counted in the count of program
¢lements that burdens the system.

’ .
&

a\}ﬂngfg;jook at Prerequisite Skills
N R v
fhe distinction between ES and MS probably can be defended on
grounds of evaluative efticiency when instruction is'éxtepded. However,
N the presént illugtyation probably will not suffer if we collapse the
two-=denoted collectively EMS. Let EMS ='8. We will assume that it
- rakes sense to' tegt any H (that a prerequisite skill is deficient)
using a cursory s<reening test EV-EMS. If, as we will, we then assume
thgfikt is necessary to follow up on the evidence provided. using a
restricted test EV—EMSi, we are assuming in effect that the diagnosis
hased on the cursory test may be -ifi error.’ 1 believe such anloutcome
should throw S back to a second version of EV-EMS. Let us assume that
the system stores four such versions EV,-EMS through'EVA—EMS.f These are ° .
stored as separate, randomly accessible segments because 1if zetrieved‘ - o
as a1 sequence we will need tell the system where in the sequence we

wish it to transmit.

i

gtting each

gments must

al instruction
nterpret q

e required.

{EV-EMS, 16

f Since EMS = 8, we require 8 EV{-EMS; and 8 EV,-EMS;.
- ~ of these constitute one segment, then 18 such evaluative s
N N be stored. Consonant with earlier remarks restricting fo
o of defective prerequisite skills to one treatment, which w
b ‘ as two segments, storage of an additional 18. segments will
The prerequisite skills *storage, in.segments, then 1is 36—~
EV-EMS;, and 16 IN-EMS;. - : |

(‘ ®

- _If EV=EMS yields +H1 (or EV—H2 yields. not -H,) .then will be required
that one of eight 4-segment sequences be retrieved and pregentation
to S be initiated. Such sequences have the form EVj-EMS] IN—EMSi +
- IN-EMS;}, + EV)-EMSy. While S may exit from the sequente [following EV,
‘ , .or EVy, if he does not exit at EVy, theén he will continu hrough the
' sequence in fixed order. Hence, the illustrative instru tional program

»

v 2

SR N ;_ .. i . . : ]-i‘j;
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requires that four randomly accessible one-segment program elements and
eight randomly acce//ible 4-segment program elements be gtored for pur— .
poses of evaluating-4nd instructing prerequisite skills

Segment Characteristics

. . ‘ -
For present purposes, we will define segments on time. Let the \\
segment consist of 2-20 items, where an item may be audio only, video
.only, or audio + video as such characteristics can be dlscerned by an
uncritical review of audio program and video frame storage for IDCMS.
(We say uncritical because number of storable audio programs may be at
issue.) Let the segment bé'two minutes long on the average, with number
of items--2, 20, or an intermediate number-determined by mean item
duration. What will vary is duration of the audio message. We assume

that every audio message space will be preceded by an 11-bit digital

code whose average duration will be just in excess of 1.5 seconds and
whose average separation ffrom the audio message space--measured,from the
end of the code to the beginning ‘of the message space--will be 1 second.
We assume further that a stop interval lying beyond the audio message
space will use 1.5 seconds of tape. Thus, if the segment contains 20 -
items, then an item will occupy 6 seconds of audio tape and thé audio
message space can only be 1.5 seconds long (because code, code separation,
and stop intervals use 4.5 seconds). On the other hand, a 2-item segment
on the average will feature 55 second audio messages. Wherever one
instructfonal sequence (without. testing interruption) features a series

of instructidnal segments, then the instructional sequente, together

with the test that terminates it, can be.stored as a sequenced program
element. Program element sta;age for prerequisite skills ig fouw 2-minute
program elements and eight 8-minute program elements--or 12 elements, 72 .
minutes, . . s

*

3While it is likely that program elements referencing to highen—
numbered prerequisite skills will not need be stored th@oughout instruc—
tion, a continuing requirement to store 12 elements presently appears
sufficiently slight that it would not be worth the trouble to simulate
the slightly lower requirement that wduld charatterize a best day
- requirement for six Ss. Worst day would require that all elements be

stored. 1 : ‘
/

AThe system as contracted contemplates, using 7-bit codes. = These
suffice to random access to 128-track files--which requires only four bits,
If seven bits really are required just to do this, then perhaps we require
14 bits rather than 11 to be able to get to any track number of video
storage. MWhile we do not require random accessing to individual tracks
for purposes of serving illustrative instruction, the requirement will
go beyond capability for accessing to the starting point of any of
just 16 12} -track video files. Rathet, we may need to be able ‘to access
to as many such files as we define program elements. '

\

f
‘ . -
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A Closer Look at Program Skills

Foregoing remarks have dispenséd with H;. Hg accepted, S’continues
on the mainline. Hg rejected and H, rejected, Hy must be accepted (
(unless one hypothesizes some previously-unidentified prerequisite skill--
the signal to start over). Just what Hp entails turns upon lesson level
in the skills hierarchy (see Figure 1). Level 1 skills complexes are N
independent of'other skills complexes: If Hy is rejected following
rejection of Hp, then subcritergnn—pﬁrformance detected by a Level 1 test
limits the search for defective 'instfuction to that for the particdlar‘
lesson in which the Level 1 test occurs. Let us look at the Level 1l
mainline to clarify where one can go in the event that a Level 1l test
detects subcriterion performance. ~

. : £

We. have asserted that every Level 1 lesson (Figure 1 shows nine)
will feature two subskills that' are taught and then integrated. The
integrated program skill.then'has the subscript of the lesson's number.

_ "Egch mainline treatment of a Level 1 lesson then will feature three

- IN-EV sequences. Fgr present purposes we assume tﬁat'any such sequence
consists of two Instructional segments and one evaluative segment,
Sequences, or program elements, for a Level 1 lesson are:

~

1. INl-—Psila + INl—PS{lb +.EV1-—PSil ‘ ’»

o

3. INp-PS;, + IN|-PS;y + EV,-PS, \

Each éequence terminhteskon an EV which, detecting subcriterion
performance, will jerk S off the mainline. Hende, it makes sense to
view Level 1 mainline storage as 9 (lessons) x 3 (Sequences) 3-segment 3!
program elements, or 27 6-minute program elements. . __—

.

o If Hy and Hj are rejected in, consequence of a&ﬁﬁnisfration of

EV-PSy; or EV-PSy,, then there seems just one.place-to go-~to an
alternative version of IN-PSj; or IN-PSj9 (or tb an alternative version,

Y with alternative procedure--e.g., regarding pacing). Were.we to “follow
Figure 4 literally, then we could overload any system at this point, ,
simply by requiring many versions of each sequence. For present pﬁrgoses, .

, let us require just one alternative version per mainline ingtructional
. ; sequence at Level 1. -
B B M}

If Hy and Hj are‘rejectéd in consequence of administration of
EV-PSy, tgen the difficulty could reside at any of three addresses.
Either instruction is ineffective for one of the two subskills or it
is ineffective for integration of these subskills.. While .this could
necessitate a longer-than-one-segment EV]-PS;, its follow-on implications - g
for alternative sequences need not differ from those for subg 1s.
. That is, again we will require just one alternative version per mainline
‘instructional sequence that integrates subskills at Level 1. However,,
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if the difficulty {s identified as being at the subskill level and an -
appropriate alternative sequence.is neﬁﬁtiated} then we wouldn't wish

to have S negotiate new instruction at the integrgtive level just to-be
able to negotiate a new version of EV-PS;. Hence} let us require a
single additional version of EV- -PS;, to be used just to evaluate the
program skill at the integrative level. In consequence, Level 1 looping
to alternative versions of mainline instruction will'require.(if we
circumvent EV-H, testing) 27 3-segment and nine l-segment program
elements. .This amounts to 27 6-minute and nine 2-minute elements.

Hy and Hy rejected at higheqﬁievels, the source of difflculty is a
more complex matter. Lessons 3, 6, and 14 of Figure 1 are at Level 2. '
Assuming that higher-level instruction has only the structure implied °
by Figure 1--that is, higher-level open circles embrace no structure of
their own--being simply integrative with respect to the lower-level
skills that they subsume--then a Ifesson 3 or Lesson 6 failure on an
appropriate test for skills integration may be due either to the failure
of Level 2 instruction or-to LevelM1 failure referenqing to either of
two subsumed skills. Lesson 14 faglure, according to the same reasoning,

y be due to Jve sources of failures Let us assume that mainline Level
-1nst:ucfion ; ayn as.mani“ structional segments as the;e are
subsumed Level 1 ski Thus, thé qvél 2 mairnline sequencea are:

Lesson 3: INl—PS3a + INl-PS% + EVl—PSJ’
Leseon 6: Iyi'Ps6a + INl'PSSb + EVl—PS6

( ) :
Lesson 14: INl'Pslza + IN _Péllbb + INl-PSllOC + INl—Pslad +_ Evl_Psllg
\ Particularly when a leseonkhas ‘as many potential progf m skills

sources of difficulty as Lesson 14 does, we either need to put EV—H2
into the instructional system to aiQIg’npointing of the-source or we

need. to increase length of the mainlife test. For present purposes, we
\k)the latter. Let EVy=PS give way to the two/segments EV PS“Aa +

EVl PS14b- Hence, the Leve? 'Z mainline storage requirement Is two 3-seg-
- program elements plus one 6-segment program element, or two 6-minute and
. one 12—m1nute program élements. : o L

s

. We can continue to live with the decision to employ only two ‘
lte}n\zf versions of Level 1 sequences if we are willing to assume that
Level 1“sources implicated at Level 2 must arise simply due .to "forgetting"
oX a need for refresher instruction. This convenient assumption makes
it\possible then to recycle to one of the earlier versions even though

be needed. This requirement is identical to that for Level 2 mainline

. insg\gftion (see precedlng paragraph) . ) . ) \

D

]




~115= -

Only Lesson 7 is Level 3. It integrates the subsumed skills PS, .
and PSg. Treating it as we have Level 2, then mainline and looping
instructional requirements each will be on the order of what we have
shown at Level 2 for Lessons 3 and 6. Thus, the overall storage
requirement is for tyo. 3-segment p}ogram elements, or two 6-minute ele-
ments.

Only Lesson 9 .is Level 4. Since it too integrates two skills--PSy
and PSg--it also imposes an overall storage requirément of two 3-segment
program elements, or two 6-minute elements. Only Lesson 15 is LCevel 5.
It also integrates two«skills——Psg and PSla——and so also impo&gg an
overall storage requirement of two 3-segment program elemefits, or two
6-minute elements. ' ‘ )

Like Level 1, Levels 2-5 each will require one alternative test
per lesson that can be used independently of idstruction following
recycling to lower-level instruction. This adds five l-segment (2-minute)
and qne 2-segment (A-minute) EV program elements to the storage inventory.

\\\\  Table 1 summarizes:the overall storage ‘requirement.
K A
‘ Table 1 )
Number "of Program Eleménts, Element Lengths, and Nprmal—Play j
Minutea’f%g Mainline and Supplemental Instruction g
' 2 . No. Program Elemenﬂ Length Total Normal-
Lessons ~  Elements Segments ~ Play Minutes
. Mainline . o oL
. EMS | 0. 4 1 8
\ ’ Level 1 .9, 27 3 162
Levels 2-5 6 3, 3 30
o y 1 I 12
# ) . A “‘df ) o _ ) '
P Subtotals . VR &Y I ’\\\ ‘ . (212)
Gl o ! -
Supplemental C T ] 7 .
. EMS , 0 8. 4 64
Level 1 / 9 27 3 . 162
i 9 1 ‘ 18,
Levels 2-=5 . 6 * 5 3 30
: 5 1 10 - -
& . 1 6 B .12
‘ 1 2 4
Subtotal - -~ (56) N (300)

Total 15 c93 | . T 512
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-+ oo . ,
Since the illustration is an absolute bare-bone$ one, guaranteed
to minimize storage-retrieval |requirements when several Ss receive
interactive instruction of moderate extent, we further assume that a
single pace of instruction is employed, with variation in instructional
duration occurring in consequence of differential supplementation of
mainline instruction across Ss)| Thus, each § will Feceéive 14 minutes
of mainline instruction per day (212/15) 6ﬁ.the average. This instruc-
tion will feature presentation pf 2.5 program eélements per, day (37/15) _
on the average. Allowing 30 setonds for switching from o;L element to
the next will consume an additidnal minute on the average. Assume now
that the S having the highest acquisition rate will manifest a mainline
to formal looping ratio of 4:1 ahd that the S having the lowest acquisi-
tion rate will manifest a 1:1 ratio.  In consequefice, a child whose
acquisition rdte is average with |\respect to the illustrative program will
manifest a 2.5:1 ratig,if the distribution of ratles is symmetrical. All
(Ss will average 15 minutq; per day in mainline instruc€ion. An S having
average acquisition rate for the program will spend 6 additional minutes
in formal looping instruction. Let us further assign to this S 4 ‘minutes
per day of informal instruction and evaluation consonant with his going
beyond the limited formal instructional materials that the illuStrative
program makes available for supplemental purposes. Thus, we define the
30-minute sessSion.fQr an § of average rate as consisting of 15 minutes
of mainline’ instrucfion, 6 minutes of formal supplemental instruction,-
4 minutes of informal supplemEntal'instructioq, and 5 minutes of break
time -(positioned by E in the day's ingtruc &onai sequence on the basis
of his perception of S's neéds). The consequence is that an ¢ having
. an average rate will complete the program in 15'30—minute;periods. i'

The highest-rate S will tomplete as much as the S of average rate
in 21.25 minutes. If he alsg uses 5 minutes per day.for breaks, thén
he will compIgte the program in 12.75 days. The lowest-rate child will
complete as fitich as the average rate child in 40 minutes. If hé&also
uses 5 minutes per day for brggks, then he will compléte "the program in °
24 days. Accordingly, the 13th' day will be a worst case day for program
storage.. The highest rate child will complete the program that day,
while the slowest rate child will be only half way through at the .
_beginnihg of the day.. )
~N
. The program is so devised that it is theoretically possible tha;\\
any of the supplemental program elements might be required at any point
in instruction--a. condition I feel typically will prevail in interactive.
instruction\ Hence, only mainline storage of program elements can be
deleted on fhe worst case day. At the beginning of Day 13, the slowest

X

"rate child should have completed approximately 106 minutes of .instruction.

Completion of”Lesson 7 signifies negotdation of 108 minutes of the
mainline treatment. This removes 18 3-segment prdgram.efements from the
Table 1 inventory. What remains as the worst day storage requirement

- 1s shown in Table 2.

Sz
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Table 2
N 7 Worst Day Storage Requirement / ’
No. Program Element Length, + Total Normal-
Elements s Minutes Play Minutes
18 2 36
1 4 4
46 . 6 276 \
8 8 64
‘ 2 12 24
} : , - b
Total 75 , L 404 9%
L. : ) 4 o
. . - N % ‘
In consequence of an extreme accommodation to the system, we have .
managed to bring the worst case audio program storage requirement down
. to a level that is consonant with the'con;ractor's view of audio storage
as 96 programs. All that we need to do with this simplified illustration
L to make it exceed 96 programs on a worst case day is adopt the view that

supplemental materials should reflect two alternative versions to the
mainline version, rather than one. .Removing supplemental EMS elements,

. this adds 48 program elements. Added to the 75<for a worst day, the
system becomes overburdened in light of the contractor's view of 96-program
audio storage, far the worst day requirement now becomes 123 program
elements. _ ' : - : -

Whatever may be true for audio is truer still for video. The 16-file

view of video storage simply will not do. ' ‘

/
2

‘The Looping Requirement . ‘ ‘ - //“\‘ ¢

It remains to determine how the modest looping requirement inherent
in the oversimplified illustration compares with the contractor's naive
view that "first-level branching" epitomizes interactiye instruction.
The simplest (although probably not the most effective) approach to
contingent instructional path specification for the illustrative progrém

\“hasdﬂo evaluated first. +Hg steps S along the mainline. -Hy leads to
evaluation of Hy. +H; leads.S into supplemental EMS instruction with

exit to a second (off-mainline) version of the instructional-~evaluative

| program element for which -Hy was obtained. -Hj is interpreted as +Hjy,
B leading S into the supplemental second version of the program element
"~ for which -Hy was obtained. If system software will not support this
* degree of contingent advance, then that portion of the software that

addresses the looping requirement simply will be~ useless. S /o
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-Working Paper 7

PRESPECIFIED EVENT -SEQUENCES IN INSTRUCTIONAL EXPERIMENTS:
IMPLICATIONS FOR IDCMS (TN 1-72-07) ‘. T

Joseph F. Follettie .

Event sequences usually are prespecified in experiments. During
execution of an experiment, E controls experimental events independently

'ofjcharactegistics of monitored performance. A minor exception to this™ "

rule is tHati S can cause ‘gxperimental events to occur somewhat more
quickly tha fthe limiting slowest speed at which they are programmed to
occur if hggresponds in less time than event programming allows. Instruc-
tional experiments at SWRL .increasingly allow S to speed the pace of
events by responding quickly. However, programmed resportse time tends
to.be a sufficiently minor component of most such experiments that the
effect of Qifékrential response speed is to spread S's only modestly

over jan experimental event sequence when they start out at the same

_poihcfin thevs*quence during a given session--e.g., 25-30 minutes. Even

so, when twp of more Ss begin fro
and negotiate the event seguence

the same point in an event sequence
the same time, it is inevitable
points in the sequence when rate

of advance of the event §sequence i§ made conditional on.response speed.
Hence, an event—control';ystem appiicable to execution of instructional

experiments necessarily Wwiljl allowjthe different Ss who participate

' J5tem control to proceed through the
The SHRL Instructional Development Con-
DCMS) Bas ‘this capability; it allows six
ession%%o‘proceed at different rates through

Ly

trol and Monitoring System (
Ss participating jn a givet
a given event Sequence. |

» N }

Just how far such a cépipility m'tends remains to be determined.
For example, the differencé between ap event sequence that will allow
six Ss of an instructional exSeriment@@achqto have a minor effect ‘on
rate of advance ofjevents while parti¢ipating in the experiment for 25
minutes and a series of event sequences, one - applicable to each of six
Ss participating in such a session, ision the order of a fivefold or
sixfold différence in, the storage-retrieval-reproduction-control burden

placed on th system:* The optimal insttuctional experiment routinely .

would control for tim@;of—day-efﬁects. "To do so requires representing
each treatment equall}d.often. at each time of day in which sessions are i
scheduled. Thus, we fwust eventually require .systems of-the IDCMS-type

to serve at least as Wany Ss as there are treatments in the instructional
experiment and to“(paﬁtially)\coqptol event occurrences belonging to as

many different sequencgs as, there are treatments in the experiment.

Thus, if the experimeft features four treatments, then the requirement
for input-output termin&ls is four or a multiple of four and the rejﬁ}ref
ment for control span is four session-long event sequences. If the
experiment features six treatments, then the requirement for terminals.
is six or a multiple of'six and that for control gpan .is six such

. 118
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\ sequences. The system'} capability for effecting (partial) event con- - |
trol should be evaluated for the illustrative six-treatment instructional |
experiment to be described. : /

Although response-monitoring functions will be vested in E in '
remarks~that follow, IDCMS has a response-monitoring capability for . : ;
\S certain’ typeg of responses not of interest here. The system's capability' i
for monitoring responses contrasts with its capabllity for monitoring i;s'ln '
own event-control. and response—monitorlng behavior. "In the even%rcontrol,' ’
domain, an assumptiﬁn7that the system can control an event. seQuence of ?’ FA
interest referencing’to several Ss served at the same time {is an assu?g, Y
tion that the system can monitor its own event- controlllng “behavigr 15,; /g.i
consonant ‘with requlired event control. It is redundant tS: spea& of an /o
event-control capability and a capability for monlLoring event—dentrol—
ling behavior consonant with event-control. . . .

Current instructional experiments typically are conducted in a
manual mode; thi# term’ simply signifies that E is considerably burdened,
with response-monitoring and event-controlling activities during the N
conduct of an experiment. The consequence typically is a series of
costly compromises which, on the one hand, reducy the usefulness of a
datum and, on the other hand, make the cost of & datum so high that
L one seldom can afford the volume purchases of data that resolution
of complex\instructlonal problems requires. An optimal alternative
to manual mode execution of instrygtional experiments is automatic
modq/execution * Study execution would be in automatic mode if E's
presence in (he response-monitoring and event- sequencing roles were
unnecessary. Moreover, the well<documented advantages that machines
enjoy over- people when complex clerical behaviors are required should
e insure’ a diminbtion in costly compromises during study formulation as
one moves away from manual mode execution and teward automatic mode
~execution. IDCMS will not make E's presence unnecessary, but it pro-
mises to relieve E of some event-controlling (and, in some situations,
response-monitoring) functions. In consequence, the system promises to
move instructional experimentation in the direction of automatic mode
execution--an important implication of which is that such experimenta- \
tion can increase in complexity as the phenomena under study warrant. o
; The primary purpose of this paper is to specify a minimal set of char-
7 acteristics that IDCMS must possess to relieve E,of "an appreciable
. amount of the event-control portion of his current manual-mode, study- ‘
. execution burden. We do this by indirection. That is, an instructional
study now in formulation 1s described well enough to. gu1de those charged
+ with system exploitation anq evolution concerning how the system will be.
used in support of SWRL instructional research. The illustrative study
will be executed in manual mode; we ask the system to support-execution
of such stidies in such a way that study effectiveness will be en ced
through diminution of a need to make compromises stemming from event- ~
controlling limitations of E and study efficiency wilM be (conéiderably)

~enhanced in the cost-return sense. \\\\\\\\\
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A study now being formulated by John Koehler 4llustrates the sort
of instructional experiment we wish to be able to prepare for and
execute routinely and cheaply at SWRL. Unlike experiments that typify
the instructional research domain, the Koehler study rises to the
challenge posed by, the instructional problem, which is complex. Even »
so, manual-mode resources have necessitated some compromises with what X
we view . as an effective response to the problem; manual-mode study. '
execution precludes the rate of return in findings that we must have )
to reach definitively effective'instructional designs in less than the v
long term. An acceptably useful IDCMS will permit both the study of Y
more-complex event sequences than the Koehler study'will evaluate in '
mahual mode and the purSuit of a sharply accelerated rate of return in
findings per unit resources.

Although the emphasis below will be on sequencipg control of” experi-
mental events, IDCMS has other functions that bear. only slightly less
on improved effectiveness~efficiency of instruction research. A few
comments on these other functions are in order. All visual displays
to be used in the Koehler stydy are alphanumeric (or, even more narrowly,.
"alphaic," since each is composed exclusively of at most four alphabetic v
characters). Research efficiency would be enhanced if the system's a

" character generater could be used to produce camera- ready materials .

underlying the loading of such materials into the system's video (frame)
storage. While the matter requires evaluation, my guess is that the .
system in Version 1 configuration will have such a capability.

A rough estimate is that the Koehler study will-require at most
400 unique visual displays (slides in projector terminology, frames _
in system terminology). Manual mode execution of the study necessitates *:
much duplication of the basic set of 400 frames. That is, to hold E's
event-controlling burden within reasonable bounds, it is necessary that
a set of approximately 1750 slides per E be prepared .sorted, and stored
for use during study execution. While the study as formulated will pro-.
cess Ss four at a time, if it were executed in manual mode under con- s
ditions comparable to execution under partial-system control’, it would
process Ss six at a time.. To do this would necessxg@te that 10,500

slides be prepared sorted, and stdred\iir\use dering s\udy execution

Actual manual-mode execution will necessitate that each’ basi& slide on
the average be dup11cated on the\order of times; manual-modey
tion that is comparable to exe ution under tem support would ne
sitate that each basic slide oé_thefav/

erage be duplicated on the orde .
of 26 timeSw\\€:i;e the matter requires evaﬁ&atlon, my guess is-that =

the system in- ion 1 configuration would necessitate no duplicatdion o
of wvisual displays soever. That is, even if it were required tha
a given visual d1spY2§LBE\placed in t ys§EM\s vlsua§\£§e(e\on more
‘than one track the sanie single camera-ready dis coulbd be>ysed for

\\this purpose. Q\fer duplication even in the sens®\pf multipl torage |
addresses, if requ will be minimal, because each S provided with \\“Ng\\
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a video buffer te which the frame in master video storage can be dupli-
cated. In consequence, if the system can produce Koehler study visual
displays in camera-ready form, then if the cost of a single display is -
50 cents, the study-.under partial system control woyld cost $200 for
materials preparation, while a comparable study in manual mode would

cost over $5000 for materials prepardtion. Unfortunately, this is not
‘ae entire cost of large materials requirements based on a high level |

of duplication. Inevitably, response time is a function of the materials
reséirement In some sense, materials requirements of the magnitude .ﬁ
nherent in the Koehler study necessitate waits that set back studyy /¥ i
execution. In some sense, this necessitates in turn that specialized”.
professional staff will be less effectively employed than would other-

wise be the case.

.

While the Koehler study tends to fall at the upper end o? a scale L
for complexity of* instructional research as this is conducted in con=
temporary research settings, it tends also to fall at the lower end of ~
such a scale when the scale is defined on SWRL requirements for infor-
mation that resolves germane instructional problems. Hence, the quanti-
tative implications of- the Koehler study for audio and .video storage
must be taken as underestimates of the system-burdening requirements ° .
that such a system must be dble to handle in the years immediately ahead. f\::
A temptation was for the most part resisted to make the illustrative
 study more complex than the Koehlér study because it is more difficult
to argue away the inconvenient facets of actual work\than it is to argue -
away the inconvenient facets of hypothetical work. . . \\\*;:Z?;
N J
Ther Koehler study features six instfuctional treatments, each . i
applied to one treatment group of 12 Ss over three successive test-train- ~ o
test cycles. i%)ére K-level.- The Koehler schedule calls for preli—\ ™~
1

3

minary entry s s evaluation on-Ray 1, Cycle 1 training on Days 2-3,

Cycle 2 training on Days 5-6, Cycle 3 training on Days 8-9, and 1nter— ~
ven1ng post-training and entry skills testing on Days. 4, 7, and 10.

of the few liberties we take with Koehler's formulation te col-

lapse e schedule to eight days, with testing occurring on Day\\\and ’ N
toward the\e\d bf Days 3, 6, and 8.  The intent here is not pedagogfcal: 1
but rather to:stress the system a bit more than the Kozhler schedule ™ \\\\\;

would"
It is assumed here shaiqiz: system should store, consonant with i .
momentary retrieval and reprqduction to S's audio and video buffers, all
of the materials that will be bsed during one experimental day. This

assumption frees us to schedyle sessions tightly so as to fully exploit

the school day; this, in turn, creates most-favorable system amortization
conditions.™ The object is to schedule the Koehler experimept so that \
the worst-day storage requirement can be identified. The basis\for such ’
scheduling, while straightiorward involves production of much detail

This detail, in the form of flowcharts and tables, is pyesented i

dix A, together with more extensive descrlption of the study than
be provided here. Koehler has instituted a two-way control for amount.

'
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of training across treatments within cycles: a) number of traindng.res-
ponses per treatment per cycle and b) associated training time. We use
his values for number of training responses and a frgmerak that appears
compatible with IDCMS to estimate associated trafning timés While
training times as derived in Appendix &%are bharnctcrized?ﬁs those for

NS
b4

an S whose response speed is a median ya¥he, the pessibility of variationﬁﬁ,é
in response-speed in a study of the Koehler type i$ over a constrained ¥
range. Hence, these times do not probably seriously underestimate train-
_ing times for the slowest-responding study S. “The training-testing

schedule to bé presented assumes the following: : . .

o .

1. Thirtysminute seygfons wherein six minutes are given ever to
. housekeeping events and re&st breaks. Hence, study event time is on thé .-
/ order of 24 ginutes. a A Ll ,k( S,

-

"y
IR

' 2, Twelve consecutive sessions per schooit~day, beginning at 8:30 °
v a.m, and ending at 2:30 p.m., with six -Ss participating-din each session.
= Hence, the %tudy"quf 72 Ss in toto will participate-during~each experi-
. 'meﬁt%13dayrﬁ£(Tﬁis is no mere extraneous requirement.  A-persist .

3 v problem of mostfinszguctiona1"research is that diffierent batches Qg\ -
children entet~the experiment situation at different peint§ in the>. ™~
~~school year. This’ xelatively uUhdmportant at higher<grade levels but “. o .

J» TS~ _cambe devastating at‘tﬂE\K\lgvel. th}e\ponfqundingjprouedurés.eX$st

.,

~—_

~ whereby one can control. for effécts of Wifferent amounts of prior.school
~.-experience, his can only be.done at aTenst in error variance; - s - =
“cost can also characterized as a cost'in dy~efficiency.)—" .
. ~ L.2s 2 St \s\tw : . Y) -

N -

Y S -

N o ’“Siﬁéé~Dgyll per
experimental events will
In consequence, l0-minute se

nance conditions assignment to grgups, Day 1
confined to a preliminary entry skills. test.
fons will characterize Day 1.. ‘Sessions

ﬂ Appendlix ‘A and " for

teflected . in Table 1 medt Koehler's‘requirement that each-tre ¢
group. receive about the sa zShmount of training during a given
, (sée' also ,Tables A-21 ‘and w-22) ¢ they also appear d%nsonant with
wviews on txaining.time expenditurgs that the study will encounter.

. N . . .
_ For many“comfelling reasons tha gz\ggyond the purview of this : :
papet the syst®m must eventually evolve t 2 point ‘wherein it per@its_u
A on-line\rapid composition of programs from the fewest number of elements™\
o~ . that are tonsonant with such an objective. However, Appendix A\defines
‘ \\7 . the program as a unitary§éntry in storage such that the requirmgents on
\\ : the system are only those of retrieving a program on command and repro- -, .
.ducing it to the buffer. of ‘the S who is ready to negotiate the program.
Events within a given program occur-in fixed sequenceX Table 1 reveals
fiAt, for a given treatment group, the®programs that applf to the group
themselves will be negotiatedrin‘igfed sequence. . All that will vary
across~two or more Ss negotiating } given stretch of a treatment set.’

« of prpograms-during a given #ssion is that these Ss may vary just a

.-
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. PR Table 1
. . . : a
* . Training-Tesging Schedule, by Treatmer}t Group and Typegof Program
v . (‘ Ky - -t .
hd 1 s - . 4
P . Tyvpe of . ‘Treatment Group
Day Progr,am i -7 , o
- sl BL ¢l 52 B -2 ‘
.\ - , . -
o ET-1 7.5 7.5 7.5 7.5 7.5 1.5 :
) 1/71.0 3.3 3.3 3.3. < 3.3
1/12.1 % 19.0 9.7
1/T2.2a , ' 9.6 5.0
1/14.%b ' - 9.7". < 5.1
.1/T3.0a 2.1 2.1 2.1 2.1 2.1 2.1°
> 1/T3.0b 2.1 2.1 2.1 2,1+
1/T3.0c 6.8 6.8 ! 6.8 6.8
1/14.1 13.0 ’ . : '
1/74.2a ‘ : 12.5
Totals 2604 240 26,0 24,7 23.5  24.4
- l | ' ~
3 1/173.0b 2.1 < 2.1
- - 1/73.0¢ 6.8 6.8
1/14.1 9.1 9.7
« 1/T4.2a 6.5
1/T4.2b ' 3 9.7 3.5
-, PT-1 6.7 6.7 6.7 6.7 6.7 6.7
ET-2 ' 7.5 7.5 7.5 7.5 7.5 7.5
" Totals //ﬁ\\J 23.1° 23.3 - 239 231 23.9  24.2
4 2/T1.0 5.8 5.8 5.8 . 5.8
. 2/12.1 “18.2 J ., 18.5 \ .
=~ 2/T2.2a ' - 17.5 8.2
2/12.2b 5.0
. 2/12.2¢ 5.1
) HT3.0a T 2.1 2.1 .
, 1/13.0b 2.1 ) .. 2.1
1/T3.0c . 6.8 A 6.8
X/T4.1 , 13.0 -

2/T4.2a

[otals

\ /’ .

26,0 24.

o

23.3 23.5 24,1
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/ \\ Table 1 by continued © ¢
! N Y L .
3 [
- v " o [N
" s - "= N
+ - . . L
‘. Type of »'f’i*eat:ment: Group - .
Day Program . _ S N i
e sl BL , Cl. sz\ ~ B2 - C2 ’
% Ly . o
L . % < - *
3 2/T12.1 18.4 L \ ; . ‘
~ - < 2/T2.2B . 11.8. * S
2/22.2¢c ¢ 9.7 y .
1/T3.0a 2.1 2.1 2.1 %.1
©1/T3.0b 2.1 2.1 2.19 2.1, .|
1/T3.0c 1.4 6.8 C . 6.8 «
2/T4.1 24,0 13.0 - ’
2/T4.2a 6.5,
2/T4.2b . 11.8 5.0
. 2/Th.2c 12,2 1.5 0
: . @ . o f T
Totals 24,0  24.0 24,0 . 25.7 24.0 24,0
6 1/T3.0c 5.4 _ 6.8 '
2/T4.1 5.7 5.5
2/T4.2¢c . 8.0
PT-2 6.7 6.7 6.7 6. 6.7 .
ET-3 7.5 . 1.5 7.5 7. 7.5
* 3/T1.0 4.6 4.6 3. 2.5
2/T3.0a 246 -
Totals 24.2 22,5  24.3 246 23,1  .24.7
7 3/T1.0 ‘ 1.0 2,1
3/T2.1 18.7 « 9.1
£ - <. 23/T2.2a - o -t 41.3 5.1
3/T2.2b 5.2 L 2.8
v 3/T2.2¢ : 3.7 2.1
“2/13.0a 2.6 2.6 2.6 2.6
2/T3.0b 2.6 2.6 2.6 2.6 2.6
‘ - 2/T3.0c _ 8.8 8.8 8.8 6.7
3/T4.1 ~ 1246 . )
- 3/T4.2a , 12.5 .
® . - ®
Totalis 23.9 249 23.1  23.8 23.9  24.0
i
A . i ‘5‘ )
: \, . /) w
' i”4 . - /
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Table 1 - continued

.
’

Totals

%ype of Treatment Group
Day Program. B ' -
' i x 81 Bl Cl s2 B2 C2
8 2/T3.0b 2.6 -
‘ 2/13.0c ‘8.8 8.8 2.1
3/T4.1 11.1 9.7 .
3/T4.2a . 6.5
3/T4.2b - - 11.3 5.1
, PT-3 6.7 6.7 6.7 6. 6.7 6.7

.15.5 17.8 16.4 18.1 18.0 20.4

“
.

{
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little in time to completion of that stretch. Table 2 shows day-to-

day storage requirgments that the Koehler study, as scheduled in Table

1, requires. We take these requirements as those that must be‘ met on

a momentary basis; thattis; the system must be able to retriéve and .

duplicate to an appropridte buffer any of the materials applicable to

an experiyentalvday"at any time during any session of that day. -’

The worst case days for number.of audio programs are Days %4 and 7.

" In either case, the system mus{ store in audio master reproduction 40
short programs. It is my impgressionj; but requires evaluation, thats
such a storage requirement. underlying quick rétrieval and duplication-
to an appropri%te audiobuffer-is well within system capability in ’
current configuration. A matter that %hould be explored more fully is

«’whether the system can handle the program repetitive and interrupt
ﬁpnctions'described in Appendix A.  These programs are designed so as
.to require audio buffer to stop between subprograhs and to rewind to

program beginning as multiple trials of the Koehler study require.

The Worst-case day for amount of audio tape--in nermal-play minites— .

is Day 6. It is apparent. that all required audio programs are at least’
fivefold shorter than the system will allow. Hence, the information on’
program length is 1less crucigiéthan that on number of programs. -However,
it is instructive in the sense that it documents the research staff con- #
tention that the present hardware configuration of IDCMS wastes most of
the audio program storage that it prqvides, when judged agafnst SWRL
research requirements. We may find it necesé%ry in time to require the
. system to store more than 96 different audio programs. It is doubtful
that we ever will reguire it to store more than 96 x 15 (or 25) minutes
worth of jaudio programs. The 15 (or 25) minute® program length engingered .
into the. system jin present configuration is virtually useless when
instructional reéearch is to be supported.
Day 6 is a worst-case day for video fféme storage. While the 106
frames requiring storage on Day 6 poses no problem in 1&§ht~qggghe 1800-
_track video .storage capability, the 16-file view of vide® stor®ge that
underlies current system engineering is iﬁ;onsonant with the Table 2
Day 6 requirement that these 106 frames. reference to 38 different audio
programs. While many of these programs share the same video frames
(the 12 PT-2 programs, for example), these frames must appear in different
orders in the different programs. A central matter requiring early eval-
uation is whether the system in current configuration can yield the video
correlation to audio programs which Day 6 (and, in fact, every other
experimental day of the Koehler study) requires. If not, then priority
must be given to securing such a capability, for it becomes a bottle-
neck that sharply constrains the uses to which the system can be put.
While not of central concern here, it requires comment that a
system that is corsonant with requirements summarized in Tables 1 and
2 surely would effect a variety of economies for which instructional’ 5
resear¢h would be a prime beneficiary. Remarkable staff :savings im the

“426 -
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"Table 2 ’
Per Day Materiais Storége-Retrigval Requirementa D
Py ‘\\\ A o "
Tyvpe of . Numbef\of; Program V Frames Total  Totél -
Day Program Programs . Length /Program Tape V Frames
\\\ (min) (min) \
P - ¥
I ET-1 6 3.1 N 28 18.6 LN~
1 Py ] ..

> 1/T1.0 4 .5 2 2.0 4
1/T2.1 4 1.0 4 <~ 4.0 8
1/T2.2a 4 1.5 6 6.0 12
1/T2.2b 4 1.0 4 4.0 8
1/T3.0a 4 8 3.2
1/T3.0b 4 8 { 6 ] 3.2 [12 ]
1/T3.0c 4 1.6 . 6.4 .
1/T4.1 4 1.0 4 4.0 B
1/T4.2a 4 2.0 '8 8.0 ' 16

= A
. Totals 36 40.8 68 1

3 1/T3.0b 4 .8 [6] 3.2 [12].
1/T3.0c 4 1.6 6.4 '
1/T4.1 4 1.0 4 4.0 8
1/T4.2a 4 2.0 8 8.0 16
1/T4.20b 4 1.0 . 4 4.0 ) 8

© PT-1 » ) 12 2.0 20 24.0 %OI«
ET-2 6 3.1 28 18.6 28
- Totals 38 "68.2 yz

4 2/T1.0 4 .9 4 . v 3.6 8
a/T2.1 4 2.0 4 - 8.0 8
Z[TZ.Za 4 1.0 4 4.0 8
2/T2.2b 4 1.5 6 6.0 12
2/T2.2c 4 1.0 4 4.0 8
1/73.0a 4 .8 | u 3.2
1/T3.0b 4 ;8 [ 6 ] 3.2 [12 }

- 1/T3.0c ~ 4 1'6V 6,4, .
2/T4.1 . 4 2.0% 4 8.0 . 8
2/T4.2a 4 2.0 8 8.0 416
Totals 40 54.4 80 ]

. — x
4Bracketed frame entries are common to sets;ﬁf T3.0 programs.
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//Q\ Table 2 - continued

Type of
Program

NumBer of
Programs

Total
V Frames

2/T2.1

2/T2.2b
2/T2.2¢c
1/T3.0a
1/T3.0b
1/T3.0c
2/Th.1

2/T4.2a
2/T4.2b
2/T4.2c

Totéls

RN

<

P N R SR oo

L d

(o))

.

NN

<E>Q1&>E>c~ogcnéann23
o

00 LW 0000 W o O

CoocoOfrNNOOO

AN H NN
0 o o &

12
16

-14

16
12 -
16

38

=)
=
(e )

100

L

1/T3.0c A 1.6 6.4 12
2/T4.1 \ 4 2.0 8.0 8
2/T4.2c 4 2.0 8.0 16.

PT-2 12. 2.0 24.0 20

ET-3 6 3.1 18.6 28
3/T1.0- 4 o7 2.8 6
2/T3.0a 4 . 1.1 4.4 16
Totals,. “38 106
3/T1.0 4 .7 3 2.8 .6
3/T2.1 & 1.5 6 6.0 12
3/T2.2a 4 1.0 4 . 4.0 8
3/T2.2b 4 .8 3 3.2 6
3/T2.2c 4 5 2 2.0 4
2/T3.0a 4 1.1 4.4 - )
2/T3.0b 4 1.1 4.4 [16}
2/13.0c 4 2.1 8.4 -
3IThLL 4 1.0 4 4.0 "8 -
3/T4.2a 4 2.0 8" 8.0 16
Totaégs 40 47.2 76
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‘ Table 2 - continued . . .
. N
R : : L
Type of Number of . "Program V Frames Total Total
Day Program Programs Length /Program Tape . V Frames-
(min) (min) )
N8 2/T3.0b 4 1.1 - 4.4 [ 1
8 16|
2/T3.0c 4 2.1 L ] 8.4
3/T4.1 b 1.0 4 < 4.0 y8
3/T4.2a 4 ) 2.0 8 : 8.0 16 )
. 3/T4.2b 4 1.0 ., 4 4.0 8 .
PT-3 12 2.0 20 2490 20
. Totals N 32 o . 52.8 68
, -
~
‘ a
.
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L form of more apt use of speciaiized personnel should resﬁlt; these
savings would be transformed into the higher rate of acquisition of .
germane findings we must have thachieve definitively effective instrucw

y w tional designsg in less than the long term.
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APPENDIX A

~ DUTLINE OF THE KOEHLEF STUDY

)

A study now being Tormulated by John Koehler illustrates contem-
porary instructional experiments. While this study wild-be conducted :
in the manual mode during Spring 1972, we view it from a syztem control S
standpoint. We ask what characteristics\a‘ggntrol—monﬁtoriiz\syﬁgsg ’ [
mus t have to permit shifting most of the event control burden of ma qu
mode execution of the Koehler ‘study from E to the system. : Sy
Tlre study com ares alternative instructional trcatments of a-phonic: SN
approach to reading for effectiveness. Excepting that treatment groups S
are formed on the basis of comparable germane entry skills, no facet
of the study is conditional on any characteristic of S's performance.
kach of several types of response to be studied must occur in less
than a generous amount of time. To minimize subsequent data reduction, -,
E.wil¥ (quickly) evaluate responses as these occur. Were the. btudy
under® system contrdl _E would feed the proper evaluative code tb\the
system for recording 1mmediately following each response. \\\

The study occurs in three cycles. These «gycles differ prxmarilv//
in the lexicalrphonemic structure of th€ words whose processing is to
be instructed and tested. Cycle 1 features CVC woxds (e.g., SAP);
Cvcle 2, CCVC words (e.g., SNIT); Cycle 3, CVCC words (e.g. STNK)

- Each tvcle is characterized by its own 3—segment entry sk{lls test and
itsfown 3-segment post-training test; the intervening training for a

_ control reguirements, b) other subte#ts, and c) eycl

cycle consists of one of six training treatments each of which i§ further
differentiated according to which of two sets of 1nstructional materials
is used. . 2

B ®
ET and PT Tests ‘ - ’ .

Denoting entry tests ET, post-training tests PT, test segments A, <«
B, C, and cycles 1, ??'3, then test notation is as shown in Table A-1.
. 4 .

All Ss receive all tests in the progresgion C. Segment C post-
training subtests--PTC-1, PTC-2,-PTC- 3—-are {n two, alternative versions,
one appropriate to- half of the Ss and the otfer appropriate to the other

half. Otherw1se, testing i1s identical across\Ss, ﬁggardless of trairdiny.
Described in order below are: a) ETA and PTA \ubtests and associated™
—by—cycle ET+and

PT storage requirements and the”time it will take-to \test the,72 S$s

uged in the study when-sik Ss at‘®a time are tested under system control.
“Testing and training timé values are' of irnterest becawye'single day

(or session) storage requirements stem from_tlmlng a study over sessjions N
and days using such values, . - . ' ' o

,




. - Table A-1 ™

Test and SuBtesc;Notation and Progression of Activities

o

Cycle 3

ET-3 Tng

————— s——

»
PTA-2 ETA-3

PTB-2 ETB-3

y PTC-2
2,
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ETA and PTA Subtests ' ' .

%

ETA subtests differ in form from PTA subtests only in that ETAs .
consist of an example followed by six test items, whereas PTAs dispense
with the example. (Different items are used on the twoe subtests; how-
ever, this is a difference in content rather than form.) For purposes
of analysis), the only significance of~an. example is that the subtest

will consist of seven br six items.

Exampies\and test items all have thE“TBITo;;n; EZFB?\

-

- 1, A-video frame (V i.1) containing ;ﬁg;prjnted words (W] on the

—————"/

left, Wy on the right) is presented with & dio accompanyment (A i)
~. .. . that pronounces first W] and then Wp. .

2. Then V 1.l is superseded by V i.2, wherein W), is at’ tap 1eft
Wy is at top right, ‘and W3 is boxed at bottom center.l L

S S is requ1red to attempt  pronunciation of W3--Sgi = Try /W3/.“ T ~

~ (Slant brackets indicate audio ‘presentation or aural reéponding.) S is ~
! encouraged to make SgRi as quickly as he can (communicdted beforehand n

during-an interval that precedes system control of the testing sequence).

S is allowed at most 12 seconds from onset of V1.2 to complete the

response. . _ o

~ 3,

N 4. As soon as S responds, E quickly evaluates the response -and R
then 1mmed1ate1y addresses the system. If the item is an example
rather than a test item, then E presses an Ex- button, signifying an
order to advance without recording--Eri = Ex (a eqmgand) If the reés-
ponse is to a test item, E ‘presses one of eight evaluatlbn code buttons,
> signifying an oxder to advance, coupled with orders to record the code
and a-suitable response time~measure——ER1 = Code 1. 2

&

There are three versions of each ETA and PTA, one for each cycle
of the study. Des1rab1y,.the order of test items would be varleg,ﬁor
. B

. . . -
~ : - o« -

\ A 5 K

X
AR M

a

1The Koehler study will make do with-a 31ng1e v1sua1 frame——v 1
rather than’ V il +V i, 2——because this lessens the mdterials frepara- ™
\QQ:S\<:\ tion and frame presentatlon burdens. IDCMS should\be requlred_to-make i\\

such a compromise unne¢essary. < SO ~

v
, . 2The K ehler study will not collect response time measures because
to do so uld add to an already extensive burden placed on E. IDCMS
should be required to make such re11nquishment of relevant data unnec-

essary. . v
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-« each wversion of each subtést‘.3 Treatment éroup size is comsonant with
our p?é\{ding six order&\g:: each six-item subtest--e.g., lst: 123455,

2nd: 564312, 3rthe 2165N3 4th: 345621, Sth: 652134, 6eh: 431562. \\
. . ™ i : : N
Required that each o ETAs and 3 PTAs (and all other subtests) © )
occur in 6 versions that differ “omdy—for test item order, one's chofEes\\ :
are to rejuire the system to compose tests on-line (or nearly so) from ™
NE

item files for each subtest or to store the different versions as
fixed sequences. The system. in Version 1 configuration cannot .dofthe

v //dzﬁprmer unless somewhat modified. -Whether it-can do the latter withgut
- modification depends on how many audio programs and associated video
N\, _frames are to be stored, together with exteng,éf these files. . The

» papes«fﬁiwhich this analysis is appended summagizes storage requ1remé2ffﬁ—
e.g., the requirement for one day (or session) of study execution.
Below we will evaluate the normal-play extent of audio tape and the

' number of video frames that the.ETA and PTA"requirements outlined above
enthil. ]

- ) . 5 . 77 o e \///
' FigurE‘A—%—shUW§<€he event contrel scheme over time for an ETA T T
or PTA item. According to the“scheme,AEach'{tem's audio component will .
require 9 seconds of single-track tape (with message and 55 H¥ codes
merged), ©¥.33.75 inches of tape. Associated with this audio element
will be 2 Vvideo frames. Thus, a given.yersion of ETA will use 63
, ™~ T seconds of tape and 14 video frames. Assuming file identification needs
' that are additional to the foregoing, then a version of ETA might be
taken to require 1.2 minutes of audio tape and 15 video fﬁhmes. We
call such a tape an audio program. It is assumeq‘that every presenta-
tion or presentation sequence will have an audiv.program that enters
_into system control of the presentation. This will be true whether™”
presented stimuli are audio, ‘video, or audio + video. A version of PTA’
will require 1.0 minutes of audio tape and 13 video frames. Based on
6-item orders multipled by 3 cycles, program requirements in support
of Segment 1 testing are: ’ '

7

‘ - : b
1. 18 audio programs of 1.2 minutes ,duration (21.6 minutes) + 45
video frames (15 frames x, 3 cycles) for ETA. i + .

~ . 2. 18 audio programs of 1.0 minu é‘duration (18 minutes) + 39
- " video frames (13 frames x 3 cyclés) fyZ%?TA;
o . ) ' * / . : .
. . . } / s R . .

L

B , : &

?« . N ~ * 3The Koehler s tudy will not .vary test item dfder,ﬁgr igpteéts -

! ‘because to do so under manual administration would risk-*attributing a ,

; wrong order to a given S; E hasvtog/mﬁny»other things to do during
manual~administration. IDCMS shdﬁld\Re\;equired to make such a com- \
promise unnecessary. —_— ! .

M \\;

{
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Other Subtests | .N’\\

= All ETB, ETC, PTB, and\PTC subtests will consist of 6 test items-

’ withqut a pr cediné\example ures A-2 and A= ~Show event control &
e . ,}"‘schemes #or 'E »and ETC iter ;\respectively Figures A-4 and A-5 show
~-guch schemes for PTB and items. PTB-items require different types\\

.o of responses, depending opwhether ‘training features a single-letter or
tegi¢ factor of a 3 x 2 design for -

bi-part strategy (the t ining st
"\ training treatments). TC {item$ reqy differentstypes of item pre-
. sentation, depending 6n whether tra ‘ ‘ res a single-letter or ./
-+ bi- part strategy.%“ TC subtests e refleckt_two alternative ver-
sions per~cycle, Yone ‘that tests of the single-letter, train-

€ . ing strategy and one that tests for ef . the bi-part training
strate . N ST : -
e &Y S R ' ~ . ' X - N
‘ : Figure‘Ae%windicates thét gaeh ETB 1tem§\TT%~ se 7. 5 seconds of
" audio tape and 2 videg-fTames. fnce, an ETB subtest w1ll use 45
_ . seconds of tape and 12 video frames, qiing the reasoning @pplied-ear-
¢ o lier to ETA, w iﬁtresée the equireﬁ% to 53 seconds of tape and 13
" video frame’//aéigure A-3 indicates that each E i///’will use 8

video requiremept Hence, the ETC ‘
ich we increase to’ 56 seconds /-

et . subtest will use 48 seconds of tape,
/ . Figure.A-4 indicates that each PTB item ml%@\B .5 seconds of tape /

séconds of audio tape=-there is n

and 1 video framé.. Hence, a PTB subtest\wi e 21 seconds of, tape |
and 6 video. frames which-we increase to 25 onds of tape and 7 video

Qﬁs;i frames. Figure A—S/indicates that each PTC item will use 3.5 second,

o of tape-—there is, no video requi ment. Hence, the PTC subtest will .
o use 21 seconds of »tape, which we;rncreése\to 25 seconds. ,
S SR VN & ~
Ptogram requirements %n suppor \‘,Segments 2 and 3 testing .
. : e > -
1. 18 audio program4 of .9 mi uPation (16.2 minutes) + 39
ﬁ? video frames for ETB o S .
O . "/ . o E 1
\. \0 ; T e :
_ 2. 18 audio Sr grams of 1 minute rat xfig\minutes) or ETC.
- ‘ \‘ « N

\ ﬁ ' 3. 18 audio programs\Qf ) minutes durat» n (9 minutes) + 21

A\ ’ video frames for PTB.
. ) N

[4 .
' <4 36,aﬁdio pragrams (3 cycle versions x 2 trai\;nﬁ strategy
- versions x § test item orders) of .5 minutes duration (18 minutes) for
: ~ PTIC. ~ .
™ . - L4
. N

Cycle-by-Cycle Summary

_ - Table A-2 shows required program materials by cycle and test. It
. is worthy of note that the three segments of a test will occur in fixed
I sequence. Hence, the segments of ET tests can be stored a?/E‘ngle pro-
grams (if stop codés are used ‘at the ends of segments) for' unitary . _

retrieval and reproduction to audio buffer, thus reducing these programs )

~ S 136 . :
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to-6 in number (ore per test item order), each consisting of 6.1 minutes
of tape, referenced to"a video file containing 28 frames. whose sequencing
will - be a function of tést item order, The same i true for:PT tests,
except that alternate training strategy versions.of PTCs necessitate’
that there be 12 three-segment programs, each 5.0 minutes in tape length
and all referencing to a video file containing 20 frames whose sequencing
will be a function of test item order.

[

Average item negotfétion times for. ETA, ETB, ETC, and PTA subtests

' should be on the order of 15 seconds. Average item regotiation times

for PTB and PTC subtests, respectively, should be on the order of 1

and 10 seconds. Exclusive of retrieval-reproduction intervals and ad-
ministrative time not under system control that is used to give general
instructions and effect housgkeeping,aprangements, an S on the average
would use 15 x'18 seconds, or 4.5 minutes, to negotiate items of any
ET test and 15 x 6 + 12 x 6 + 10 x 6 seconds, or 3.7 minutes, to negoti--
ate jtems of any PT test. If we allow 3 minutes per test for admin-
istrative.matters®and concurrent retrieval-reproduction of programs to
audio buffer, then each entry. skills test on the average will use 7.5
minutes of S's (and so of the system's) time; each post-training test
on the average will use 6.7 minutes of §'s time. )

Testing 72 Ss on a given entry test on thganerage will cost 12 x
7.5 minutes, or 1.5 hours, when tests are system-controlled and 6 -Ss
are tested at a time. Testing 72 Ss on a given post-training test on
the average will cost 12 x 6.7 minutes, or 1.4 hours. The total testing
program under these donditions will cost 3 x 1.5 hours + 3 x 1.4 hours,'.

, or 8.7 hours. |

"

Assignment,to'Treatmént Groups i;

Ss.will be assighéq to treatment groups on the basis of performance
on ET-1. Each item will be scored for eorrectness of initial (i),
medial (m), and teqmin@l'tt) features or portioris of the response. A .
response will be scored-RK (correct) in the Koehler. study if all portions
of the response are correct .and W (incorrect) if none are correct. It
aill be scored Rj-R3 if two portioﬁs——im, it, mt--are correct and R4-

Rg 1if one portion--i, m, t-—-is correct.

.

4p truly automatic-mode system would both monitor and evaluate res-
ponses and would store’both the monitored response and its evaluation
code. A monitored response is ofie that is apprehended in the form given=-

the so-called raw datum., If S responds "No" to an item, then a monitor—--

whether human' or mechanical--is said to have monitored that response if,

on demand, the monitor can convey ‘that S's response was "No." Latency

or Pesponse time values also’ can be monitored. An evaluated response

is one that is compared with a set of c¢riterion specifications bearing

on response accuracy, speed, or both. The simplest evaluated response
P L7 . > .
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While' Koehler presently can specify the sorts qf '"skills profiles'
that will occasion controlled assignment of Ss to treatment groups, he

‘ wiff not know until Cycle 1 entry.skills testing is completed just what
%orts of skills profiles and proficiency levels the K-level Ss bring

to such a study. In consequence, he views assignment to treatment
groups as a task for E, rather than as a task for an appropriately-
instructed control and monitoring system. ' That'is not to say that
follow-on studies might not use the system to aid assignment of Ss to
treatment groups.

~ .

Whether~ar not we give the system a role in“assignihg Ss to treat-
ment groupsi~no useful purpose would be served by requiring the system
to Yeact to Cycle 'l entry skills data in an on-line manner. This is .
because assignmént to treatment %ropps cannot occur until all Ss (N = 72)
have been tested. If we treat S's time as valuable--which it is--then
we will not have him sit around following entry skills testing while
awaiting assignment to a treatment group. The obvious implication is
that entry skills testing will occur on one day, with training initia-
ting on a second day. Hence, assignment to groups can occur during N
an intervening 18-21 hour period. The most we could ask of the system

'if it were being used ‘to control execution of the Koehler study is that

it summarize Cycle 1 entry skidls test data--by S, subtest, and code _
or code group--and to output these summaries while operating in an of f—- -
line mode following ET-1 testing of<the -last §. - . o

[

will code the response either as accepteble or unacceptable--right or
wrong. More complex evaluation schemes--e.g., that for the Koehler
study--will d15t1ngu1sh between various 1eVels or categories of unaccept- -
ability. The "real time' evaluated response typically is important in

experiments only as a time saver; if E can evaluate the r onse quickly, -

then he might wish to record‘ite evaluation.code; rather th the res-

‘ ponse itself, thereby accomglishing one step in data reduction during

conduct of the experiment. State of the art control-monitoring systems
do not permlt relieving E of this burded. :

In the Koehler study, E will monitor S's response and will evaluate

it when made, Where partial event control is accomplished by -the system--

as 'will be the case for IDCMS in Version 1 configuration--E will signal
the evaluation code to the system. While this ﬁrocedure has small impli-"
cations for the data recording cddes -that the system will employ and for
characteristics of the terminal through which E will address the system,
here-are no conditional implications. That is, required system reaction
is the same whether E signals "Response is completed" or '"Response is
carrect." Of passing interest, as executed, the Koehler study will .

‘both tape responses as made and record their evaluation codes immediately

fo lowing completidén of the response. ' The tape record will have a fail-;
safe function; it will be scrutimized only if anomalies show up in the
redyced data. : s

: - 143 |




Training,Treatments'

»

All of Koehler's training treatments stem from a knowledge-based,

or phonics, orientation to beginning reading.
ables are studied.

Two primary training vari-

We denote these emphasis and strategy variables.

Three cat@gories of emphasis -are distinguished:
tion emphasis (S), a synthetic or ble
synthetic or combined emphasis ).

an analytic or segménta-

nding emphasis (B), and an analytic-
(The mnemonic is SBC).

Two cate-=

gories of strategy are discerned:

a single-letter strategy wherein

segmentation responses go to.the single-letter level (relatdvely) and
blending responses come from that level--denoted l--and a bipart strategy
wherein segmentation responses-go to a bipartite level and blending res~
ponses come from that level--denoted 2. Where the word is a VC igem,\"
the two strategies have identical implications. Where it is 3-letter

or 4-letter, the single-letter strategy yeally is a tripartite strategy,
which contrasts wth the bipartite strategy. Thus, the. study deals (pri-
marily) with a 3 x 2 matrix of training treatments:~——>" '

Bl

: : sl oo

a
.

N S2 B2 ) G2
, Lo L .

Of passing interest, the study deals.secondarily with a materials

factor. Apparently-comparable but different materials--Versions 1 and

2--will be used. Each primary treatment group will be further subdivided

into materials subgroups, having ns of 6--denoted Sl1.1, sl.2, s

C2.2. While it seems improbable that the system could handle a group

of 6 Ss where one S belonged to each treatment group, we will ask it

routinely to handle a group of 6 Ss half of whom are trained on Materials

Set A and half on Materials t B.

Four skills--T1 through T4--are addressed during training. T1

through T3 skills are taught to S groups, T3 and T4 to B groups, and Tl
through T4 to C groups. These skills could be named as follows: -
Tl -.Pronouncing quds*as unifs
T2 - Segmenting words and pronounciné (sounding) the segments
- T3 - Associating the elements of letter~sound rules
T4 - Combining~and blending the sounds of segmehted words

, treatment groups by treatment.materjals sets.

Noted earlier, eacli treatment group further subdivides jnto two content
subgroups for materials. These subgroups receive comparable treatment
materials but using different words reflecting different letter-sound ,
rules. ' ’

TaBle A-3 shogf

)
3
’
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Table A-3 = “\\§§ . T Al
- Treatment'q;oups, By Training Materials ‘ ‘
) . . .
L3 ) ' ¢
Skill Training Materials ~ Treatment Groups
~.T1 T1.0 's1, s2, C1, C2
T2 T2.1 s1, cl
: T2.2 ., . s2, C2
. \ - , , ) |
T3 \ T3.0. L » s1, s2,'Bl, B2, Cl, C2
R N ) A
T4 T T4.1 ., - BLrCl o
T4 .2 B2, C2 , ,

g
o [

Following sections describe in order the characteristics of each
training materialsyset, associated training times, and program inven- >
tories,  But first weldiscuss some conventions. :

4 3 . 4 -
_Conventlions Used to Establish Training Materials Requirements

1. Content-defined alternative treatment sets. Two versions of
each set  of treatment materials--Versions A and B--will be employed
during every training session. Thus, if the session features T2 train-
ing using T2.1 materials, Version A of T2,1 will be used for training

Ss; Version B, for training 3 others.

~

2. Program item orders, The items of every program consisting of >
kyo or more itemg will occur in two alternative orders. Thus there will

be two item-order referenced versions of each such program. Both of

these versions will be employed during any session featuring the program

to whlch these versions reference..

‘3. "Audio programs. The system in present form cannot efficiemtly
compose audio programs on-line from smaller elements. To do so require
quicker retrieval of audio elements from audio master reproduction than
the system permits and the sequencing of these elements, whether prior
to or during reproduction to audio buffer. An alternative is to store
audio elements outside the system, to compose minimal nonredundant audio
pfograms outside the system, and to load these programs into audio
master reproduction. ~Single such programs permit retrieval and repro-.
duction to audio buffer with delay on the order of 15 seconds on the
average. ’




L7 - '

]

~—Trepeated trials for a minimal nonred nt prograrm or--in some cases—-
repeated trials for such a‘ﬁ%ogram +%11vwed by,,a switched item order for
the same program.” Hence, we distinguish between single—triéﬁ;prograer‘
‘which are nonredundant for content-—and double-trial programz;;%béféin.

. The Koehler study--and most stdSi:;ginvolving instruction--features
. ,

the second trial® portion repeats first trial content but with switched
item order. Both types of pro ram are taken as unitary entities for
‘purposes of stordge in audio mgster-reproduction. Transferred to audio
‘buffer, the single-trial program that is to be repeated over n ‘trials
will require use of a play, rewind, play, etc., sequence. The double-
trial program will follow a similar sequence, except that a stop code
w intervening between the program's first and second trial portions ‘will
permit E to use whatever time he réquires, between trials. For present
‘purposes, we assume that a program of either type in audio buffer will
compel 5 seconds delay between trials. : '

. #

4. General Instructions (Ag)." It will e assumed that a general
instruction Ag will occur at the outset of any training program used
during any cycle. Were we to fage’AOi then we would neither be able to
take advantage of retrieval-reproduction delay nor be in a position to
clarify any question that S might have. Hence, we assign the Ap trans-
mission function to E. An example of such an instruction-keyed to Tl ’
training is (to the effect) "™In this task you are «to look at the word
on the slide and listen to how it is pronounced. Then you are to sSay
the word.'" Maximum retrieval-reproduction delay will not exceed 30
seconds. That seems a reasonable-Ei@é limit for AQ and ¢larification of
Ap. We assume that E will be able to)prolong intertrial intervals for
purposes of providing ad@itional clarif?ﬁation if this is required, but
will assume that the 5 second intertrial. delay value will reflect the
average such intertrial clarification‘requiréﬁegp (audio buffer rewind
delay is really less than 5 seconds for the short-programs used in the

[

#

Koehler study). Hence, training time calculations will reflect a general®” ’

instructions time component that is. 30 seconds plus\5fn - 1) seconds,
with system switching delay viewed as concurrent to transmission of
general instructions. (Some programs in addition will tape a very short
instruction Aj] at the front of each item; this event is an integral part
of item time, rather than of AQ time.) ‘

5. Housekeeping. Housekeeping consists of moving Ss into .and out
of the experimental situatidn and allied procedures not integral.to the
experiment as such. Housekeeping time will be computed for sessions,
rather than for the running of programs per se. * :

6. Breaks. Break time will be computedf for sessions, rather than
for running of prdgrams per se. - :

Since the Koehler study is used as the only basis for drawing im-
plications for IDCMS when educational experimenté are to be appreciably
controlled by the system, one must ask whether these implications aré
stmply ad hoc. One argument against the ad hoc characterization of the

146
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present analysis is that although details of other educational experi-
ments will differ from those for the Koehler study, other studies will
stress the system in a comparable manner. Thus, for example, while
intraitem event sequences may be more or less elaborate than those that
Koehl¥r loys, it mgy be that the only consequence is that item pre-
sentatioi?ﬁesponse time will increase or decrease accordingly,., That

is, intraitem event types and durations reflected in the Koehler study
should characterize many SWRL studies. We know that this will not be
uriiversally true; for example, intraitem event durations must be much
shorter in tachistoscopic recognition studies. Thus, while we may reject
the view that the analysis %ill be ad hoc in the sense of having only

the most-narrowly partic r implications for IDCMS, we cannot in con-
sequence accept the view that the analysis has implications of sufficient
generality to encompass all conteémplated educational experimentation at
SWRL. One way to insure Suffﬁc1ently general guidance on what IDCMS
must be able to do is to augment the present guidance through analysis

of other sorts of training--e.g., in musi¢. Other papers might assess
cohtrol implications while referencing to other sorts of training. !

. A

Set Ti.b Matérials

Tl instruction will be given to the %8 Ss of Treatment Groups S1,
S2, Cl, and C2. All such instruction will use T1.0 materials. Ss
will each receive 4 trials--on two items during Cycle 1, four items
during Cycle 2, and three itéms.during Cycle 3. We:assume here that
intertrial item order need not vary. Hence, the basic program will be
an Item 1, . ., . , Item n sequence that, in audio buffer, is presented
‘four times in succession in consequence oq play, rewind, play, etc.,
operations. Ag time is 30 + 5(4 - 1), .or“45; seconds.

Although item contents vary from one instructional program to the
next and even from one item to the next, the sequence of events for any
item of any trial of amy trainlng program of any cycle of the Koehler
study tends to take the same form--although with recursion in the case
of complex items. The item event sequence referencing to Tl instruction
is shown in Table A-4. S s ‘

The event sequence gor a T1.0 item is graphed in Figure A-6. E ’
first commands retrieval of T1.0 and duplication to audio buffer. Since
this occurs during Ap time, it need not be reflected in Figure: A—6
which describes any one-item sequence for Tl 1nstruction.

Consonant with foregoing assumptions, four versions of each T1.0
program are required--2 intersubject item orders x 2 content versions.
The materials requirement is shown in Table A-5. Item and program lengths
are in normal-play audio tape. )
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T X TabDa A4 «7. o .
L R a i ’ N
Event Sequence for Tl Instruction
Numb er ; ~Descriptor Event.
/ » ;e - . o 1]
i 1 Audio Instruction A: Repeat (say) the word
: : " after you hear it pro-
) nounced (spoken)."
2 Video + Audio Pre- V: W
- sentation A: /W/
'3 X ’Rgmse SR: Try /W/
4 Audio Critique A: /W/
5 "Evaluative' Feed- Ef: E.g., "Stay with it,"
back

»
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Although allowed 10 seconds to respond, S typically will respond in
a very féw seconds. We assume an average responsé time of 5 seconds--
probably an inflated value. Hence, single-item, single-presentation time
As on the order of 19 seconds (see Figure A-6). T&ble A-6 shows instruc-
tional time implications when the study is under system control and six
Ss are instructed at a time.

Table A-b

Tl1.0 Instructional Time

Av. Negot. Av. Negot. No. Groups * Predicted
Cycle Tr.xIt. Time/Item Ag Time/Prog. 'of 6 Tot. Tl Time
(sec) (sec) "(min) (min)
1 8 19 45 3.3 8 26.4
2 16 + 19 45 5.8 8 46 .4 .
3 12 19 45 4.6 8 36.8
-Set T2.1 Materials S
=

T2 instruction using T2.1 materials will be’administered to S1 and .
Cl groups. T2.1 slides bear two printed stimuli--a word in normally-
spaced form at the top of the slide and the same word in segmented form
at the bottom of the slide--e.g.:

.
S‘N

SAT
S-A-T
Two responsés are required to the contents of such slides. The
first .is a whole-word pronunciation response to the top printed stimulus;
the secon an appropriate sounding out of the word .in segmented form.
In both instances;, $'s response simply repeats an audio modelling of the
response. To guide S concerning which printed stimulus is associat%d
. with the audio accompanyment that S is to repeat, the stimulus is boxed.
hoxing of successive stimuli ne\essitates- using two slides per item,
rather than one.

These two slides differ only in that the first boxes
the top stimulus-~e.g., SAT--while the second boxes the bot lus—-
e.g., S-A-T - ——

s
.

’

1

0

1
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The T2.1 item is a two-response item—-as distinguished from the
one-response items of Tl instruction and items to which we will come
directly, which range up to six-response Vvalue. The Koehler study con-
trols both for total training time per cycle per treatment group and
for total number of presentation-response (or critiqued instructional
response) entﬁfies. Hence, number of responses per item is relevant both
to quantification of the materials requirement and of instructional time.

Event sequences for a presentation-responsg entity of T2 training
using T2.1 materials have the same form as those for Tl training. The
following sequence, which applies to the second, or segmented, stimulus
of a Cycle 1 item, is illustrative.

A: '"Repeat the (audio stimulus) after you hear it spoken."

c-v-C
- /c/+/V/+/C/

v
A
y ' »
Sg: Try /C/+/vV/+/C/ -

Az /C/+/V/+/C/
Ef: E.g., "Simply amazing."

Timing of the event sequence should follow that for T1.0 items
except that: a) per item costs will double for the two-response items
of T2.1 and b) audio rendition of *C/+/V/+/C/ should cost two Seconds
rather than one. Hence, tape cost of the two-response item will be 30
seconds. The materials requirement is shown in Table A-7.

Consonant with greater cgﬁﬁigkity of the segmentation response, we °’
assume T2.l1 responses will average 6 seconds. Figure A-6 and foregoing
comments support the view that average item negotiation time will be
2 x 22, or 44, seconds. Table A-8 shows instructional time implications
when the study is under system control and six Ss,are instructed at a ,
time. Ay computations are based on the 30 + 5(n - 1) seconds formula.

Set T2.2 Materials

T2 instruction using T2.2 materials w%ill be administered to S2 and
C2 groups. Materials differ from T2.l materials primarily in how words
are segmented, which is bipartitely, in number of stimuli per slide, and
in item complexity. Table A-9 shows the pertinent data. e

-

Consonant with conventions established above, tape cost will be 15
seconds per-response-—or 30 seconds per item for 2-response items and
45 seconds per item for 3-Yesponse items. The materials requirement is
shown in Table A-10. \ .
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Table A-8
T2.1 Instructi;;al Time
Av. Negot. Av. Negot. Np. Gr. Predicted
Cycle G¥. TxIxR Time/R Time/Prog. of 6 Tot T2.1 Time
y “ (sec) (sec) (min) (min) -
1 sl 48 22 85 19.0 2 380
Cl 24 22, 55 9.7 2 19.4
. . @ :
2 s1 96 <22 .. 85  36.6 2 73.2
48 . 22 55 18.5 2 37.0
3 sl 48 22 65 18.7 2 37.4
Ccl 24 22 45 9.1 2 18.2
ki
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Table A-~9 ;
Programs, Response LeVels, and Illustrative Items A r
. for T2 Training Using T2.2 Materials . i
» ’ .
Cycle | Program No. Rs - Illustration ' {
1 B | 3 . SAT
: ' S-AT ’ B
A-T ; :
1.2 : 2 . SAT - v
) ’ ’ S-AT \ v ’ q -
’ 2 L 2.1 : 2 _ ) SIN- -~ .
4 . ' S-IN’ o\
, L~ 2.2 3, SPIN _ «
: e °  SP-IN , S
o : » - ¥ I-N T
o | -~ 2.3 2 .0 sptH -
Lo 3 SP-IN .
3 ) 3.1 w20 ' INK
- ‘ : I-NK <
| 3.2 3 | " LINK o
' * L~-INK . ¥ :
I-KK
3.3 2 LINK ‘
. I"_INK Ky
< w" — :
. - i : )
A -
» )\ %
LY - - @




-« ,.. - ) . 4
> &
. N . - C 48]
K / A .Y [4 [4 S0 0t [4 T Y ZS >
: y . L T T o
9 «. € By z . rA 8" 0 1% £ T ) s (A%
ST . € )
8 i ¥ [4 [4 0'T1 0¢ [4 [4 L ZS 1€ €
3 . : .
. 3 [49) ) .
. 8 T Y z 4 0°T e ¢ T ) s €°C
%\\‘ ) : z o
(AN . 9 K (A [4 ST Sy £ (4% S A \,N.N
< . . /
. . S (A4 .
8 Y Y c. |z 0°T e ¢ c T . s 184 z
< kwv.\ : i
) £ 20
"8 - % K [4 C. 0°1 0¢ [4 [4 9 75 1
7o : = ) v
. ' = R L = VA D .
.. CT, 9 K X [4 [4 1 Sy 3 [4 b Z5 K1 1
- N - -vn
. T (umm)  (09%) |
somexy A *g19p 1ad " esasp *SI3A $13p1Q *3ua® - 3ua7 sy *31 *11 *15) *8oag *24)
18301 some1g A *8oag *3u0) mwall ‘8oag we31
- ¥ .
. , Juawaafnbay sTETILSIEW 7' 71
) R of-v oTqel )

-

ki

O

LoV

Aruitoxt provided by Eic:

E

&




[N

\ ~158~-.

&

»  Again
qeconds Tabhle A-11 shows imstrudtional time 1mplications when the

Set T3.0 Métenials

‘e

All 72 ssl\receive T3 training using T3.0 materials. All”Ss receive
this training in the same amount. The same 6 letter-sound combirfations
are taught durihg Cycles 1 and 2, with 2 additijonal letter-sound- combin-
ations added tol|the set during Cycle 3 training. During €ycles 1 and
2, the set-of 6 lrules is split into subsets of 3 rules each for pre-
liminary training purposes. S first receives 2 trials on each rule of
the first subset,; but with randomization across tridls. Next he receives
2 trials on each jrule of the second subset under the same procedure.
F1na11y, he receipes 4 trials on each rule for the set as a whole. The
same procedure 1is|followed in Cycfe 3 except that set size is 8 and sub-
set size is 4.¢ Again, two materials sets are used. Table A-12 illus-
trates the materials requ1rement for one materials set. Here.it is
important that ‘a d gree of trial-to-trial randomization of items occur..
Hatf of the odd-numbered Ss might receive the odd-numhered programs of
Table 4; half of the even-numbered Ss, the even-numbered programs. The
remaining Ss would feceive comparable programs from a second materials
'set. (Of passing interest, these materials.lend themselves well to on-
line composition of \randomized sequences. However, if the system has
no such capability, \then one must preform the sequences and store these «
in audio master reprpduction as required.) The last column of Table
A-12 illustrates the|rewind-replay operation for a program stored in
audio buffer. That is, when four trials must occur, one rewinds the two-
trial program and repeats the program. Stop codes should intervene
between the 51ng1e crﬁal components of these programs.

The same sequence of” events referencing to presentation of a given
letter-sound combinatilon characterizes T3 training as characterized
presentation of a given item or part-item during Tl and T2 training.
Again video-audio presentation is followed by S's attempt to repeat
audio. This in turn i§ followed by a critiquing representdtion of audio
and evaluative feedback from E. Perhaps the only difference is that
average response time should be shorter--let us say 3 seconds--and eval—
uative feedback shorter| also--let us say 5 seconds. It also appears
tenable that the audio instruction fronting each item should drop ocut.’
In consequence, audio tdape per itel should be on the order of 7.5 seconds.
Allowing 5 seconds of tdpe for s6p 'intervals, programs of the Al-A4
type will be 50 seconds |long; those of the :B1-B4 type, 65 seconds; those
of ‘the A5-A6 type, 95 se onds; those of the B5-B6 type, 125 seconds.

: ‘is shown in Table A-13. Y.

£l

on the order of 15 seconds. Table A-14 shows instructional
when the study is under system control and six Ss are '
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| TablF A-12

*

Two-Trial T3.0 Programs Featuring IntertrialvSwitching‘df,Item Order

' : Cycle Program? o .Trials 1-2 ‘ Trials 3-4
"1-2 AL SPA-PAS
A2 APS-PSA
' A3 NTI-TIN
n : ~ A4 ITN-TNI
AL
. A5 , SANTIP-TNAPSI ' Repeat A5
" . A6 APNITS-PASTIN Repeat A6°
. 3 Bl . KSAP~-SKPA
: . B2 AKPS-PASK
B3 NLIT-LNTL
B4 © TILN-ILTV
( B5 LSATKNIP-KSLINTPA Repeat BS

y ' B6 STNPLAKI-PNLKATZES . Repeat B6,

8Al11 of these programs belong to one content version. The other
version uses different consonant letter-sound rules.. Those who receive’
the Table A-12 version receive only half of the tabled programs--the
- odd-numbered ones or the even-numbered ones. These programs differ
from previous ones in being of two-trial length, to accommodate a require-
ment for intertrial switching of item order without incurring the usual
retrieval-reproduction dela¥y between trials.

A
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Set T4.1 Materials

.
v .

‘ T4 instruction using T4.l-materials is given to Groups Bl and Cl.
- Table A-15 shows the forms of items across cycles.

Table A-15
| : - 8
[ ’ ) Illustrative T4.1 Items

T Cycle Illustrative Item
¥ ’ ¥ :

1 y P-A-N
PAN

. "

2 ‘ " SP-A-N .

. - ' SPAN
"3 : : S-A-NK
SANK t °
. .
[T N s
The basic event sequence 1is as indlcated for earlier instruction. .

Setting tape per response at 15 %econds, then the two-response 1tems of
T4 training - using T4.1 materials use 30 seconds of tape.

The materlals
requirement is shown in Table A-16. -

ASSumlng as earlier an average negotiation time per response of 22
seconds, Table A-17 shows instructional time impllcatlons when the study °
is under system control and six Ss are instructed at a time.

. -
v . .

Set T4 .2 Materlals

T4 instruction using T4.2 materials- is given to Groups B2 and C2,
Although segMentation is bipartite rather than tripartite, materials are
more extensive than for-training-using T4.1 materials+—The -materials
for one content version of T4.2 programs is shown in Table A-18.

A'T4.2 program of the Program 1.1 type requires S to respond 4 times
to each of 2 items. IteWs range from 2- -response (e.g., Program 1. 2) to '
6-response (Program 2. .2). The T4:2 materials requ1rement is shown in
Table A-19. Again we assume 15 seconds of tape per response

34‘ A55uming agaln an average negotiation time per response of 22 sec-
onds, Table A-20:shows instructional time implications when the study
is under 'system control and six Ss are instructed at a - time.

LB
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. [ 4 . .
Table A~18
T4.2 Materials for One Content Version
Cycle Program Items far One Content Version®
. (L) (2) (3) (4)
1 ’ 1.1 A-N -
AN 1T*
P-AN . S-IT -
- ;
PAN SI9
1.2 P-AN S-1T
PAN SIT
Pu
2 . 2.1 A-N [-P
’ AN 1P
) L SP-AN  T-ID
Cb . SPAN TID
2.2 _A-P
AP
.
. : ‘ N-AP
. N . :
| AP R \ ;!
- ‘x SN-AP :
N . \ fN ,
1 2.3 SP-AN  T-1P-  N-AP SN-AP
SPAN TIP NAP SNAP
3 3.1 A-NK I-NT .
ANK INT
, S-ANK  T-INT
) -* SANK ?lm
3.2 ° & S-ANK  T-INT
- SANK TINT

aSingle items read down..

Responses. per item range from 2 to 6.

The content version employs 14 unique printed stimulus 1a¥outs Since
these must appear with one or the other of the two printed stlmuli boxdd ,
the coptent version 1mp1;es 28 video frames. Two content rs;ons would-

require 56 video frames if the second version showed the same hverlapping A
Q pattern across programs as does’

he first

165
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Magqitude of Training /

. -
Table A-21 shows total number of training responses and total train-
ing t'ime, by treatment group and cycle. Response values coincide with .
those of the Koehler formulation. Training time values are those gen=
-~ erated above. While the study in manual mode execution might not allot -
. the values reached.above for presentation-response sequences, study
~» scheduling suggests that overall training time values are approximately
"those reached in Table A-21 and Table A-22. The study allocates six
\ ) sessions to the training of any S. If each session uses 20-24 minutes
for actual training, then st:ﬁ;ﬂtraining time will correspond to that
shown in Table "A-22, which s rizes training across skills and cycles.
Excepting for slightly longer S2 and C2 Cycle 2 and Cycle 3 training
times, the tables show marked intracycle matches f.r training time
across treatment groups. .
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Table §-21
Response and Training Time Totals, by Treatment Group and Cycle

«Q

Cycle 2 Cycle 3.

Cycle 1

Tng. Tng. Tng.

Materials

Rs Time

Prog.

Rs Time Prog. Rs Time

Prog.

Gr.

(min)

(min)

(min)

.6

4
18.7

3.3
19

T1.

S1

48

3.1

.0

48

1.1

2

1.1

T3.0

2.6
8.8

.2

1.

cl

(o]

32

37.3

108

3

33.

92

Totals

148 {3.4

.1
.2
.3
.1

1
1
1

(o]

T3.0 ¢

Bl

1.

6
22.

24
56

A%

23.7 »°

60

3

42

112

1.1

.1

108 37.7

7

53.

148

1

33.

92

Totals

4.6

12

1

5.8
18.

16
48

.1
.1
.1

2
2
1

3.3

Tl

Cl

1

5

.7
1

9

24

.1
0

T2

T3.

.2
.3

2
2

2

1.
1
2

o

S 6.8

24
48

6

24
L 24

1

24 « 9.7

1

18.5

.1

9.7

1

T4.

148 53.8 108 37.4

7

33

92

Totals

Tl

S2

1

28

1

o5
.8
.7

17
11

.6
.7

9
9

.2

T2

30
24

.2

2
2

24

1

.1
.2
.3

2
2
2

.0

T3

.1
.8

1%.2
1.

2
6

1.
1

6

24

.8

24

38.8

108

55.8

150

33.6

92

Totals

or
o
i
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N W_l 7 Table A-21 - continued ‘
- r;\'l 2 .;.' P '».I s 7
Cycle 1 Cycle 2 Cyclg' 3
Gr  Materials Tng. ° Tng. 9 Tng.
Prog. Rs Time Prog. Rs Time Prog. Rs Time
(min) s (min) . (min)
N
B2 T3.0 1.1 6 2.1 1.1, 6 2.1 2.1 . B .2.6 .
, 1.2 6 2.1 1.1. 6 2.1 2.2 8 2.6 -
. 1.3 24 6.8 1. 24 6.8 2.3 32 8.8 .
T4.2 1.1 32 12.5 2.1, 32 12.5 3.1 32 12.5
1.2 24 9.7 2.2 30 11.8 3.2 28 11.3 <)/
2.3 48 18.5
Totals 92 33.2 146 53.8 108 37.8
Y
C2 T1.0 1.1 8- 3.3 2.1 16 5.8 3.1 12 4.6
T2.2 1.1 12 5.0 2.1 20 8.2 . 3.1 12 5.1 X
1.2 12 5.1 2.2 12 5.0 - 3.2 6 2.8
. 2.3 12 5.1 3.3 4 2.1 )
T3.9 1.1 6 2.1 1.1 6 2.1 2.1 8 2.6
’ 1.2° 6 2.1, 1.2 6 2.1 2.2. 8 2.6
1.3 24 6.8 1.3 24 6.8 2.3 32 8.8
T4.2 1.1 16 6.5 2.1 16 6.5 3.1 16 6.5 =
1.2 8 3.5 2.2 12 5.0 3.2 12 5.1
2.3 24 9.5 v
Totals 92 34.4 148 56.1 110 40.2"
A ™~ -
5 SN
6 N bl
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"ABSTRACTS OF RELATED DOCUMENIS.: 1971-72 N

NATQBAL(LANGUAGE ANALYSIS

™ 5 71-02. Ann Porch. An Analysis of Methods for Preparing a lLarge Natural
Language Data Base, February 16, 1971.

S Relative cost and effectiveness of techniques for preparing a computer-=

compatible data base consisting of approximately one million words of

natural language are outlined Considered are dollar cost, ease of . ...

¢diting, and time consumption. Facility for insertion of‘;denflfying
information within the text, and updating of a text by merging with
another text are given special attention. It is concluded that MTST 5
and Telterm2 are two highly effectivermethods of text preparation.

The decision of which to use on a particular project would depend on
available funds and possible peripheral uses for the equipment. Criteria
for making such a decision are. discussed.

»

TN 5-71-39. Lanaii Kline. QUES (Question Survey), June 11, 1971.

QUES is a computer program which answers pred rmined questions about

an information.bank of an IMS reading program: There «are eight questions,
each represented by a subroutine to the main program. Part of the
variable input controls the program flow, i.e., controls which questions
are to be queried and the number of times. vaqlable input will be pro- -
vided for each question. Thus, the user can specify that question #1

be queried with two sets of variable input’, questlon #f4 be queried with
one set of variable 1nput etc.

TN 2-71-10. Carol Pfaff. Naturalistic Observational Dialect Sudies:
Processing and Output, Format Requirements, July 21, 1971. :

This paper is part of a series dd%umentlng data processing requ1rementg
for naturalistic observational dialect studies. Companion documents
are Russell (1970) and Legum and Pfaff (1971). This paper describes
major processing routines involved in the formation of KWICs, CODE
TABLES, and FREQUENCY LISTS, and specifies the desired output format
for each. Aspects 6f ‘input format which are relevant to programming
‘these pracessing types are also specified. :

TN-2-71-11. Stanley E. Légum and Carol Pfaff. Naturalistic Observational
Dialect Studies: Additjional Requirements and Usage Estimates, July 29,

1971.

3

Part I of this paper describes automated "housekeeping' requirements
associated with large scale naturalistic observational dialéct studies.
Part II describes the special requirements neceésitated by unequal
sample sizes. Part III estimates the relative frequency of usage of
each of the major routines which are required as a function of the
number of groups and speakers studied. Russell (1970) and Pfaff (1971)
are required reading to place this document 1n perspective.

| | | 173
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TM 5-71-10. Ann Porch. ' People and Projects in Natural Language Processing:
\%3 Preliminary Bibli‘ographic Directory,]Aygust 5, 1971.

S

This dpcument is part of a continuing syrvev of the field of natural
language processing. It presents an overview of applications in
- education, literature, computational 1 ngu1st1cs, information

retrieval, machine translation, and ar ifiétal 1ntelligence. Primary
consideration is given to researchers working or publishing in tie

+ United States since 1960, with the bulk of the citations confined to
the past three years. Addresses and pHone nlmbers are supplied where
such information is available. Source materials are largely secondary,
with most references derived from specialized periodical bibliogna-

" phies in the field. The directory is prepared in computer-compatible
form for ease of updating.

TN 5-71-91. Ann Porch. Comparative Code Chart (Interim Version), August 10,
. © 1971, = 0 i . .

A chart is given which allows the user to make rapid and easy com-
parisons among the following commonly used computer -oriented forms of
-coding date: binary, octal, decimal, hexidecimal, ASCII, BCD, EBCDIC,
paper tape, punch tards (026 and\029) Abrief discussion is given of
the manner in which the chart is intended to be uﬁlllzed and of con-
ventions used in its compllatlon

‘
Ve

TN 5—71—56. Lanaii Kline. Essay Word Count and Statistics Program, August 18,
1971. . - ‘
N | - : |
e This program searches an essay fér unique words and maintains a fre- -
quency count for each unique word. Three reports are prepared:
(1) a frequency ordered list . *
(2) an alphabetized word list ' ‘ '
(3) a word/sentence statistical breakdown
This program is an expanded version of the ESSAY WORD COUNT PROGRAM
(TN 5-70-12).

+

~
TN 5-71-74. Ann"Porch. Preliminary Design for a Lang;;ge Analysis Packggg
(L.A.P.), August 18, 1971. .

- )

A package of computer orograms to handle natural language'retrieval
~analysis in a manner analogous to that of a statistical package is
discussed. The document. presents an overview of several. language
analysis projects currently underway, and of sevéral reséarch approachtes
to resolving problems in language analysis. “Emphasis is presented on.the
way the L.A.P. could be used with each approach. Design specification
for a package sensitive to the state-of-the-art are documented. A
preliminary implementation, using programs in SWRL's possession, is
suggested as a first step in the development process. An overview of

the design considerations and algorlthms for the preliminary package is
presented. .0

* >
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TN 5-72-01. Lanaii Kline. Story-List, January 21, 1972.

-

~

This document describes the program, STORY-LIST which prepares an
alphabetized cumulative vocabulary list for each story within a school
grade. v

TN 5-72-10. Lanaii Kline. CONC-Dictionary, February 29, 1972.

TN 5-72-27. Ann Porch. Module,Design Document Scan Module - L.A.P.

_ual modules in the Language Analysis Package *(L.A.P.).

The program sets up three dictionaries; basic, fiction, and fantasy
words. It then processes each essay by parsing the essay into words,
checking if the word is a 1egal word (in the dictionary), and adding
it to the essay unique-word list. ‘

Version I, April 24, 1972,

This is one ‘of a series of technical design specifications for individ-

The Scan Module will read input text, divide it into words, and check
for special characters indicating further action needed.

H

PERIPHERAL SYSTEMS

Data Eng;y

TN 5-71-29. Ann Porch. A Hardware Configuration for a Flexible, Multi-

Purggge Data Entry Station, May 13, 1971.

The SWRL Computer Center recently acqu;ged hardware for a data-entry -
station of high flexibility and wide-spread applicability. The system
employs a Cathode Ray Tube (CRT) video terminal yith keyboard combined
with two incremental cassette recorders, a standard teletypewriter, a
modem for computer communication, and a switching connection box -for
controlling the flow of data. It can be used either for entering data
on-line to a computer, or off-line as an editing station for preparlng “
computer compatible materials.

This dbcument is fntended to serve as a system descriptioﬁ and an
operating manual. It does not attempt to replace the manuals aSSOCiated
with the individual components of the data entry station but rather to

_coordinate and condense the information céntained within them into a

single presentation of the system as a whole. The presentatibn is
divided into two major parts: (1) a description of-the system; (2) a
manual for operations.

TN 5-71-86. Ashok Dave. Analysis of Presently Available Optical Mark

Readers, August 18, 1971.
This dbcument analyzes presently availaﬁle Optical Mark Readers on
the basis of evaluation factors discussed din TN 5-71-90.
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TN 5-71-90. Ashok Dave Factors;Relevant o the “Evaluation of IMS-Dita-

Input-Compatible Optical Mark Readers, k:%pst 18, 1971. .
- ‘ I ' g . :
 Several types of optical readers using various Bhniques, and having
" wide applications are presently available on the™market. An attempt )
‘Has been made to establish’

riteria and information w;ich will assist

in selecting compatiﬁie equ pment that is cost-effective with IMS.

TM 5-71-11. Ashok Dave. Considdrations in Selecting Kejooards for Man—
Machine Interaction, November 3, 1971,

Factors discussed include keéyboard layout, character set, accessibility, \/

“key characteristics, and co'trol/function keys, o
<

l
|

*

- Remote Job Entry -

W

TN‘S 71-42. Sheridan Bentson. User s Guide for Remote Job Entry to Jet

Propulsion Laboratory, June'28 1971. ‘ T
“The Remote Job Entrx (Interpm Ver51on) 1nto Jet Propulsion Laboratory s
. UNIVAC 1108 Computer' is opeFaning on SWRL' mmand 690 "System. This
. document explains the use apnd restrictions of the RJE as it presently
o exists. - :

Q TN §;71—43. Sheridan Bentson. Status Report on 690/1108 Remote Job Entrx

Computer Software (Interim Nersion), June 28, 1971. & I S
- . B

The Interim Version of the Remote Job Entry to Jet Prepulsion Laboratory s
| UNIVAC 1108 Computer is operational on SWRL's Command 690 System. This
P . report is a Programmer's Guide to the present’ RJE system, indicating .
the status of the present computer software. '

TN 5-71~79. Sheridan Bentson. (Calculating Theoreticgﬁg}}hnsmission Speeds
of a Remote Job Entry, Augq‘t 6, 1971. A .

)

. An upper bound on the data[transfer rate in a computer remote job entry
system can be calculated by considering transmission in an error-free
environment. This Technicgl Note presents a function for making such
a computation. 1

f/ . TN 5-72-06. Sheridam Bentson. !Programmer's ‘Guide to the Remote Job Service
! o to UCLA, January 31, 1972.

This report contains a technical description of the 690 software system
[ o '"RIS', which offers remotel job entry terminal service from SWRL's 690
to UCLA s IBM 360/91 :

.-

™ 5—72—07, Sheridan Bentson. Terminal Job'EntrX, July 6, 1972,

SWRL's Terminal Job Entry (TJE) is a computer software system for the
Command 690. TJE allows medium—speed operation of a timesharing Central
Computer, us12g the Command 690's peripheral devices.

~

4 -
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, STUDENT-SYSTEM INTERAm .

N 5- 71-23. Milton Schwartz. Display Terminal Oriented Software ¥D_OS)
Interim User's Manual, April 27, 1971. R i

i

-

DTOS is a‘generalized library subroutine package designed to facilitate
Telterm II CRT display manipulation from a computer. The roytines

are written in _EXFOR (International Timesharing Co oraqion's Extended
. Fortran IV). EXFOR coptains many aE%anced featu;dgpnot available in
standard Fortran IV. '

TN 5-71-30. Milton Schwartz. Hardware Specifications and Operation of the .
Random Access Audio Device, May 19, 1971. '

This TN reports on the hardware aspects of the Randem Access Audic
Device (RAAD) being evalyated for use as a component in an experimental
Instructional Learning Station under development at the SWRL Computer

‘ Center. The RAAD has been interfaced with a teletype terminal which

' operates on a dial-up mode to a remote time-shared computer. The
computer has been programmed to selectively call out prestored audio
‘messages from the RAAD -to effectively’simulate a learnxng situation

and present reports on learning performance

4

TN 5-71-41. Ashok Dave’ and Frank Teplitzky. Exploratory Work With the
Brobeck and Associates Random~Access Audio Device, June 23, 1971.

This document describes the functional aspects of the Brobeck and .
Associates Random-Access Audio Device, the -computer software réquirements
to access it, and the scripts prepared in tconnection with developmental
tests of the hardware/software functions.

TN 5-71- 45 Ashok Dave’ and Eﬁfnk Teplitzky, Overview of Audio Response
"Systems, July 16, 1971.

This document presents an overview of computer—controllable audio

response systems based on information ‘extracted from venddr supplied

brochures and recent literature . .

TN 5-71-75. Ashok Dave and Milton Schwartz. Overview:of Visual Display .
Systems, August-18, 1971.

L4 .
An overview of computer-controllable visual display systems based on
information extracted from vendor supplied brochures and recent literature.~

TN 5-71-88. Ashok'Dave. Cost-Storage Capacity Analysis of Mini-Computer
Compatible Meg;etic Disks, August 18, 1971. o

This document describes the characterlstics of varieus kinds of magnetic
disk storage devices, and presents a\COStjstqﬁage capacity analysis of
mini-computer compatible disks.
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. TN 1-72-01. Joseph F. Follettie. Experimental and Student-System Interactive
: Lnstructional Illustrations Pertinent to IDCMS, February'4, 1972. ’

SWRL IDCMS will be a flexible hardware system for controlling. and : .
nitoring instruction and research’ 1n the Laboratory setting.. This )

paper seeks to introduce potent1a1 users to the system and software '

designers to representative challenges that system exyloitat1on will:

pose. -
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